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1. Introduction

It is known that in multivariable control systems, the relations of input
and output are very fundamental as a realization control role. In the control
system, every input generally controls more than one output and every output
can be controlled by more than one input. This phenomenon is called
coupled system. In general, the coupled system is very difficult to control. It
is known that not all coupled system can always be converted into decoupled
system. Therefore, we need to design a control law that a coupled system
may become a decoupled system in the sense that every input controls only
one output and every output is controlled by only one input. Consequently, a
decoupled system can be considered as consisting of a set of independent
single-variable systems. This problem is called input-output decoupling.
Thus, to simplify the relations of input and output of the system is an
important problem in the control system theory. For the case of linear
descriptor system, the problems of input-output decoupling have a more
complex structure and properties than the problem of input-output
decoupling in classical linear system. With the development and
implementation of the research on descriptor systems, it is found that many
practical systems, such as engineering systems (for example, power system,
electrical network, aerospace engineering, chemical process), social
economic system, network analysis, biological systems, time-series analysis,
system modeling, and so on (Dai [5]), can be modeled as descriptor
(singular) system. Therefore, discussion for input-output decoupling problem
of linear descriptor system becomes very important.

Input-output decoupling is a problem that reduces a multiple input-
multiple output system to a set of single input-single output systems. For
classical linear systems, this issue was first introduced by Morgan [13],
which investigated the decoupling synthesis via state feedback control using
a state space approach. Then the problems posed by Morgan [13] can be
solved by Falb and Wolovich [9], through the study of decoupling in the
design and synthesis of multivariable control systems. Wonham and Morse
[19] and Morse and Wonham [14] presented a condition that is more general



The Necessary and Sufficient Condition ... 263

for decoupling problem using geometric approach based on the concept of
controllability subspace.

A generalization of the state feedback decoupling problem for classical
linear system has been investigated by Sato and Lopresti [16], who obtained
conditions for decoupling subsets of elements of the output set when the
necessary conditions for system decoupling are not satisfied. Decoupling
system under these conditions is referred to as partially decoupling.
Furthermore, Sato and Lopresti [17] presented the concept of decoupling by
state feedback which is extended from its normal interpretation of decoupling
output elements to that of decoupling groups. All the results obtained by Sato
and Lopresti [16, 17] are investigated using algebraic approach. Then
Descusse et al. [6], block decoupling problem can be solved using static state
feedback. In Dion et al. [7] and Commault et al. [4], block decoupling
problem could be solved with a transfer function approach. All results
studied above use only classical linear system tools for the solution of the
problem.

The problem of input-output decoupling for descriptor system has been
discussed by some researchers. For instance, Christodoulou [3] investigated
the necessary and sufficient condition of input-output decoupling singular
system using proportional plus derivative feedback. Dai [5] investigated the
problem of input-output decoupling with impulse-free response. Ailon [1]
presented a necessary and sufficient condition for decoupling singular system
using proportional state feedback. The results on the same subject with the
structure of closed loop system were also established by Paraskevopoulos
and Koumboulis [15]. Chu and Hung [2] proposed the problem of row by
row decoupling (RRDP) using a proportional state feedback and input
transformation.

For the problem of input-output block decoupling for linear descriptor
system was first presented by Koumboulis [11] through the regular static
state feedback using algebraic approach. Furthermore, Liu et al. [12]
proposed the problem of input-output block decoupling using state feedback
for time-varying singular systems. Vaviadis and Karcanias [18] addressed the
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problem of block decoupling for singular systems through state feedback and
input transformation using matrix fraction description approach (MFD).

Thus, it can be said that the main focus have been made by many authors
is input-output decoupling problem via feedback control law using algebraic
method. They derived the analytic expressions and structural properties of
the transfer matrix function for closed-loop system. Wonham and Morse [19]
and Morse and Wonham [14] studied only the decoupling problem for
classical linear system using geometric approach. They derived more general
conditions for decoupling problem by geometric approach based on the
concept of controllability subspace of classical linear systems. Input-output
group decoupling problem for regular linear descriptor system with index
one using geometric approach through controllability subspaces is still to be
studied in more detail.

In this paper, we mainly discuss the problem of input-output group
decoupling for the case of regular linear descriptor system with index one
using geometric approach. Here input and output can be partitioned into
multiple subvectors such that every group of inputs affect only one group of
outputs and does not affect other outputs. Then the necessary and sufficient
condition for solution of input-output group decoupling is derived. Finally,
we give some equivalent formulations of input-output group decoupling
problem for regular linear descriptor system with index one.

This paper is organized as follows: In Section 2, we formalize the
problem statement and summarize some basic properties about linear
descriptor systems. We give the necessary and sufficient condition of input-
output group decoupling for regular linear descriptor system with index one
in Section 3. In Section 4, we present other equivalent formulation for the
problem of input-output group decoupling. In Section 5, we illustrate our
results by an example. Finally, conclusion is given in Section 6.

2. Preliminaries

Consider the following linear descriptor systems of the form:
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{E)‘((t) — AX(t) + Bu(t),

y(t) = Cx(), @

where x e R", ue R™ and y € RP are, respectively, the state vector, the
input vector and the output vector of system; E, Ae R™" B e R™™ and

C e RP*" are constant coefficient matrices, and E is singular. It is well
known that the existence and uniqueness of solution to (1) are guaranteed if
(E, A) is regular, i.e., det(sE — A) = 0, for some s € C. The systems (1)

are said to have an index at most one if the dimension of the largest nilpotent
block in the Kronecker canonical form of (E, A) is at most one, Gerstner et

al. [10].

The Kronecker canonical equivalent form for a general linear descriptor
system is very complicated. However, the following theorem shows that the
Kronecker form for a regular descriptor system is very simple.

Theorem 2.1 (Duan [8]). Given the linear descriptor systems (1) with
E, AcR™" BecR™™ CecRP" and (E, A) is regular, there exist

two nonsingular matrices Q and P such that

QP) - - - -
(E,A B,C) < (E, AB,C)
with

E = QEP = diag(lp,, N),
A = QAP = diag(A, Ip)),
~ B 2
B =08 {Bj’
C =CP =[C; G,],

where ny +ny =n, and the involved partitions are compatible. Furthermore,
the matrix N € R"2*"2 s nilpotent.

Theorem 2.1 shows that for regular linear descriptor systems (1), there



266 Arman, Ari Suparwanto and Salmah

exist two nonsingular matrices Q and P such that the systems (1) are a
restricted system equivalent by the following systems:

{xl(w: A (0)+ B (t), -
y1(t) = Cxq (),
and
{Nxz(t) = Xp(t) + Bau(t), @
y2(t) =Coxa(t),
with the output of system as
y(t) = y1(t) + ya(t) = Cxe(t) + Coxa (1), (5)

where

{:2((?)} = P7Ix(t), x € R", x, e R"; [Zﬂ = QB; [C; C,]=CP.

In this form, subsystems (3) and (4) are called the slow and fast
subsystems, respectively. The system represented by (3)-(5) is the Kronecker
form for regular systems. This form is usually called the standard
decomposition form of the linear descriptor systems (1). Furthermore, if the

nilpotent matrix N in (4) has index h (i.e., N" =0 and NM1 0), then the

systems (1) are called a system with index h. If N = 0 in the fast subsystem
(4), then the original systems (1) are called a regular linear descriptor system
with index one.

The solution of regular linear descriptor systems (1) takes the form
I 0
x(t)="P 0 x(t)+ P | Xo (1),
where

x(t) = eAltxl(O) + I; eAi(t_T)Blu(r)dr,
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xa)= -, NBu)

Here h is the degree of nilpotency of N. That is the integer h for which

N" =0 and N1 0. The index of the systems (1) is the degree of
nilpotency of N. We define the index to be zero, if E is nonsingular.

From the above formulae, it is obvious that the solution x(t) will not
contain derivatives of the input function u if and only if h < 1. In that case,
the solution x(t) is called impulse free. In general, the solution x(t) involves
derivatives of order h —1 of the forcing input function u if the systems (1)
have index h.

The following lemma presents a necessary and sufficient condition for
the system (E, A, B) to be regular with index one.

Lemma 2.2 (Dai [5] and Gerstner et al. [10]). Let E, A e R™". Then
the following statements are equivalent:

() (E, A) isregular and of index at most one.

(ii) rank[E AS,(E)]=n, where S, (E) denotes a matrix with
orthogonal columns spanning the kernel of matrix E.

(iii) deg(det(sE — A)) = rank(E).

Since we do not want to consider derivatives of the input function in this
paper, we restrict the analysis to regular index one systems here. The
problem addressed in this paper is to find the necessary and sufficient
condition for solution of input-output group decoupling for regular linear
descriptor system with index one using geometric approach method. Then the
definition of input-output group decoupling is given below.

Suppose that the systems (1) are a regular linear descriptor system with
index one. Given ug, Uy, ..., Uy are input elements and yy, yo, ..., yp are

output elements of the systems (1). Then the relationship between input and
output of system can be presented in the following definition:



268 Arman, Ari Suparwanto and Salmah

Definition 2.3. Given the regular linear descriptor system of the form
(1). The output y; is not controlled by the input u; (or equivalently, the

input u; does not control the output y;), if we have, for all xq € R" and all

admissible inputs uq, u,, ..., Uj1, Ujgg, - U,
Yi(t; Xg, Uq, -y Uj1s Vs Ujids e Um)
=vi(t; Xg, U, -y Uj_1, W, Ujyq, o Um)

forall t € [0, T] and all admissible inputs v, w.

We assume that the input vector u e R™ and the output vector y € RP

can be partitioned into q subvectors, i.e.,

U b1
u

u= :2 and y = y:2 : (6)
Ug Yq

where u; e R; 1 +1, +eo g =m and vy e RN ki +ky +o 4Ky = p;
fori=1 2, .., g. Obviously,

yi(t) =Cix(t); i=12,..,q9 and u(t)= Z?leiUi(t):

where C; e RX*" and H; e R™" are determined by

Cy O
Ca

C=| .| and Hj=|L| i=12.,¢g
Cq 0

Here I; is the I x I; identity matrix. If we define the n x I; -matrix B; by

Bi = BH;,i =1 2, ..., q, then the systems (1) become
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EX(t) = Ax(t) + Bu(t) = Ax(t) + Bziq_lHiui(t)

= AX() + Y BHuU(0) = AX(D) + Y Bui(t),

Systems (1) can be rewritten as

EX(t) = AX(t) + Z?zl Biu; (t),
yi(t) =Cix(t), i=12 ..4q,

()

where u; and y; are group of inputs and group of outputs, respectively, with

Uig

Ujo .
U=l b =120 Il ety =m,

uiy;

Yi1
yi = yiz ;o 1=12,..,0 Kk +ky+--+kg=p
Yik;
The following definition is a slight extension of Definition 2.3:

Definition 2.4. Given a regular linear descriptor systems of the form (7),
with i, j =1 2, ..., q.

(i) The group of outputs yi = (Vi1 Yi2, - Yiki )T is not controlled by
the group of inputs uj = (ujl, Uj2, s uj|j)T if for all s =1, 2, ..., k;, the
output yjs is not controlled by any of the inputs uj,, r =1, 2, ..., I;.

(i) The group of outputs y; = (Y1, Yi2, - Yik; )T is controlled by the

group of inputs uj = (ujy, Ujo, -, Uji; )T if part (i) does not hold, i.e., there

existan se {1, 2, ..., kj} andan r € {1, 2, ..., Ij} such that uj, controls yijs.
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Regular linear descriptor system (7) is said to be input-output group
decoupling if for given a set of inputs {u, u,, ..., uq}, the group of inputs
u; only controls the group of outputs y; and does not control other output

Y for j = i. This leads to the following definition:

Definition 2.5. A regular linear descriptor system (7) is said to be input-
output group decoupling if the following statements are true:

(i) The group y; of output is not controlled by the group u; of input for
i=j,0,j=212 .,0q

(if) The group y; of output is controlled by the group u; of input for
i=12..,q.

3. Input-output Group Decoupling for Linear Descriptor
System with Index One

We refer to systems (1) for linear descriptor system that are regular and
of index at most one can be separated into slow subsystem (3) and fast
subsystems (4) with N = 0 of the form

{0 = Xo(t) + Byu(t),
ya(t) = Coxo(t).

In order to solve linear descriptor systems (1) that are regular and of
index at most one, it suffices only to find the solution of the slow and fast
subsystems (3) and (8). Note that the slow subsystem (3) is an ordinary
differential equation. It has a unique solution with any initial condition
x1(0) = x19 for any piecewise continuous input function u(t). This solution

(8)

is given by
t
x(t) = e (0) + j . eI (1) dr. 9)

Thus, the response, x(t), of the slow subsystem (8) is completely

determined by the initial value x;(0) = x1¢ and the control u(z) (0 <t <t).
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The fast subsystem (8) has a solution
Xz(t) = —82U(t). (10)

By combining the solutions (9) and (10), we obtain the solution

X(t) = P[(IJ xq(t) + P[ﬂ Xo(t)

I t 0
= P[O} (epitxl(o) + .[o eAit_TBlu(r)drj - P[I}Bzu(t). (11)
Therefore, the output y(t) can be expressed as

y(t) = Cx(t)

- CPm [e’ﬁtxl(o) 4 j ;eAl“‘f)Blu(r)dr) - CPm B,u(t)
- cl(e"&txl(O) + J' ;e’*&(t-f)slu(r)drj — C,Bu(t)

t
= CleAltX]_(O) + ClJ.O eAl(t_T)B]_U(T)d’C - C2 82U(t). (12)

Suppose that the output y(t) € RP and the input u(t) e R™ can be
partitioned into q subvectors as (6). Similarly, B; ¢ R™*™ and B, ¢ R"2*"
can be partitioned into g subvectors as

By =[Byy BByl BjeR

anIJ'; i=12 .0

ﬂ2><|j )

By =[Ba1 BByl BrjeR i=12..,0q

Let C; € RP*™ and C, € RP*™ be partitioned into g subvectors as

Ci1 Co

Cio

C
Cl = . and C2 = :22

, where Cy; e RK*™ and Cy; e RKi*M2,

Ciq Coq
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Then equation (12), for i =1, 2, ..., g, can be written as
t t t- g
yi(t) = Cyie ' (0) + Jo Cye/l T)ijl Byjuj(t)de

- C2i2?21 B juj(t). (13)

With power series expansion of eAl(t—T), equation (13) can be written as

Yi(t) = Crie™'x,(0) + j ch ’W (Z Bl,u,(r)]dr
- ZC;:lCZiBZjUj(t)
= Ce"x,(0) + | ; Zfzo%cliAf(Zc;zl By ju j(r)) (t-ofde
- ZC;:lCZiBZjUj(t)
= Cyie (0) + | ; ZEZO%(Z‘;(CnAfBl ju ,—(r)j (t-0)fdr

- Zc;:lCZiszUj(t)- (14)

Based on these results, we obtain the theorem which is a necessary and
sufficient condition for the problem of input-output group decoupling of
regular linear descriptor systems with index one.

Theorem 3.1. Consider a regular linear descriptor system with index
one of the form (7) and let i, j € {1, 2, ..., g}. Then the group of outputs vy;

is not controlled by the group of inputs uj, for i = j if and only if
CliAlkBlj =0; i=j, k=012.. (15)
and
CyiByj =0, Vi=# | (16)
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Proof. Suppose that the output y; is not controlled by the input uj, for
i, j=1 2, .., q With Definition 2.3, for any inputs v, w ]le, we have

Yi(t; Xo, Ug, Up, vy Uj_1y Vs Ujag, ooy Upy)

= Cliepfl_txl(o) + J.; ClieAl(tT)[Z?l B_]_|U|(T) + B_I_JV(T)J dt

I#]

- Cyi {Zﬁl Bojuy (1) + szV(T)},

1]

and the analogous one with input v replaced by input w, we obtain
' oeAlt=D)
[, Cae By (v(x) ~ w()dr - CaiBa (D) - W) = 0. (17)
Let z = v —w. Then equation (17) can be written as

t
j . Crie" 9By j2(x) dt - CyiBy2(t) = 0 (18)

I.
forall ze RJ.

Let z(t) = z;. Differentiating (18) with respect to t, we have
t p—
CuiByjzo + J' . Cri A 9By 740t = 0. (19)

For t = 0, condition (19) becomes CyiB,jzq =0 forall zg € le, ie.,

we get Cy;B;j = 0. Consequently, condition (19) becomes
" Alt)
cliAljo eA=IB 70de = 0 (20)

|.
forall zg e R/,
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Repeating the procedure, differentiating (20) with respect to t using
Leibniz rule, we obtain

t
CiAB 70 + cliAfj0 e-9)B, 707 = 0. (1)

For t =0, CiAByjzo = 0 forall z5 € R'I | ie. we get Cyi/Byj = 0.
Consequently, we have
t f—
CliAfJOeAl(t T)B_I_J'Zod’IZ = 0.
Similarly, repeating the procedure, we get
CiABj =0, i#j, k=012..

Next, we will prove that C»;B,; =0, for every i # j. From equation
(18) for t =0, we get CyB;yjzg = 0. Consequently, we have Cy;iB,; =0,
fori = j.

Conversely, suppose that (15) and (16) are satisfied, for i # j. Then

group y; of output can be written as
t )\
yi(t) = Cyie™'x(0) + jo Cyet T)lel Byuy (r)dt

- Cai Z,q:l By (t). (22)

From (15)-(16) and the power series expansion of eAﬁ(t_T), equation
(22) becomes

© k k @
yi(t) = Cyiet' (0) + J.; Cii sz Byuy(t)de
k=0 =

- Cyi Z:Ll Bayuy (t)
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At o 1 K(~d k
- e+ [ 3 CuA( X Buu(@) )t - o)
-S> CoByui(t)
=1 ~2iP218
o 1 q
- e+ [ 3 (S i Buu @) )t - o) e

- Z:LlcﬁBZIUI(t)-

Because CliAfBlj =0and CyiByj =0, fori= j, k=012 .., y(t) can

be written as

yi(t) = Cye™q(0) + | ; ZEO%{ ! (CiAfB Y (T)J (t—7)de

(E]
q
- lel(CZiBZI )uy (7).
(B
Consequently, the group y; of output is not controlled by the group u;

of input, for i = j, with i, j e {1, 2, ..., q}. O
4. Equivalent Formulation of Input-output Group Decoupling

In this section, we give some equivalent formulations of conditions (15)
and (16). If M is a matrix of order n x m, then we shall denote by 9t the

image of M. In other words, 9t is the subspace of R" generated by the
columns of M. With this notation, first we consider the subspace

m-1 K
o KerCriA .
Lemma 4.1. Subspace ﬂrk]lz_olKerCﬁAlk is invariant under A;.

Proof. To prove that ﬂElz_OlKerCﬁAlk is invariant under Ay, it will be
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shown that

Al(ﬂt KerCy Al ] N “KerCy A

For z e ﬂ KerC1I , it will be shown that Az e ﬂk 0 KerCy AX. From
Ze ﬂrkh:_O KerCiAS, we infer that CjAfz=0 k=012 .., n—1
Because CyiAf (Az) = CAA ™z = C;;Alz =0, forevery 1 =1, 2, .., n, we
obtain Az e KerCliAf. Consequently, Az € ﬂEl:_OlKercli Alk, k=01
., N —1. This proves that the subspace ﬂﬂlz_olKerCliAlk is invariant under
A O
Next, we give an equivalent formulation of conditions (15) and (16)

according to subspaces ﬂrk]lz_olKerC”Al|< and ﬂ?:o KerCy;. This is stated in

the following theorem:

Theorem 4.2. Consider linear descriptor system (7) and let i, j e
{1, 2, ..., q}. Then the group of outputs is not controlled by the group of
inputs uj, for i, j=12.,q Vi= j if and only if the following conditions

are satisfied:
By < ﬂElz_Ol KerCy; AX (23)
and
By ﬂ?:o KerCy;. (24)

Proof. It follows from Theorem 3.1 that CliAfBlj = 0. This implies that

Blj e KerCliAlk, for k=0,12,..,n -1 Thus, ‘Blj is a subset of
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KerCliAlk. Consequently, we have 9B cﬂElz_OlKercliA_{‘. Then, from
CiByj =0, it follows that By; e KerCy;. Therefore, %B,; is a subset of
KerCy;, i.e., Byj  KerCy. Consequently, B, < ﬂ?:o KerCy;.

On the other hand, suppose that (23) and (24) are satisfied. It will be
shown that the output y; is not controlled by the input u;, for every i = j

with i, j=12,..,9. From 9By; cﬂﬂlzleercliA{(, we have Byjze
KerCliAlk, forevery z € R It implies that CliAfBljz = 0. Consequently,

we have CliAfBlj =0.

Then from B,; < ﬂiq:() KerCpj, we have B,jz e KerCy;, for every

2RI, This implies that C»jByjz = 0. As a consequence, CyiBy; = 0.
Using Theorem 3.1, we conclude that the output y; is not affected by the
input uj, fori= jwithi, j=1 2, .., 0. O

m -1

k
o /MA By and ImBy;, for

Furthermore, we consider the subspaces Z

j=1 2, .., g. We have the following lemma:

Lemma 4.3. The subspace Zzlz_ollmA{‘Blj is the smallest subspace

which contains 9B, and is invariant under Ay.

Proof. First, it will be shown that Zﬂlz_ollmAlkBlj contains By |

(where By = ImB;;). Since Zzlz_ollmA{‘Blj = ImByj + - + ImAlnl_lBlj,
ImBy; < Zﬂl:_ollmAlkBlj. Further, it will be shown that Zzlz_ollmA&kBlj is
invariant under A;. From ALZElz_OllmAlkBlj = Elz_ollmAlk*lBlj and Cayley-

Hamilton theorem, AlnlBlj can be expressed as a linear combination of the
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column vectors of Byj, AByj, ..., Alnl_lBlj. Therefore, we have

A ImAREy = ST imal ey« 3T imaAley).

n]_l

It remains to show that Z ImAl Byj is the smallest subspace invariant

under A that contains 9B;. Let V be a linear subspace which is invariant

under A, and contains By ;. It will be shown that ZElz_ollmAlkBlj c V. Since
ImByj <V and AV <V, the following holds:

ImAB;j = A(ImByj) < AV <V

IMACB;j = A(IMABy ) © AV <V

ImAlnl_lBlj = A&(lmpinl_zBlj) c AV c V.

Therefore, ImByj + IMABj + ImAfBlj +o ImAlnl_lBlj c V. We have

nll n]_l

ImAl B;j =V. Thus, the subspace Z ImAJ'fBlj is the smallest

subspace which contains B ;. O

Further, we have an equivalent formulation of conditions (15) and (16)
according to the subspaces ZElz_ollmAlkBlj and ImB,;. This result is

expressed as follows:

Theorem 4.4. Consider linear descriptor system (7) with index one and
let i, j € {1, 2, ..., q}. Then the group of outputs y; is not controlled by the

group of inputs u; if and only if one of the following conditions is satisfied:

. -1 -1
0 >, IMALByj 21:0 KerCy A and B, c ﬂiq:o KerCy;.
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(ii) Zzlz_ollmﬁlkBlj c KerCy; and B, < KerCy;.

Proof. It follows from Theorem 4.2 that B, < ﬂﬂlz_OlKerCﬁ Ag_k and by

M -1

Lemma 4.3, that the subspace Zk:o

ImAlk Byj is the smallest subspace that
) . . g . m-1 k
contains Bqj. Thus, it satisfies the relation By; Czk:o”nAl Bj <

ﬂElz_OlKercliAf. Therefore, the first term of condition (i) is proven, i.e.,

" mABy < ﬂElz_OlKerCHAlk. (25)
It is clear that
m-1 k
ﬂkzo KerCjj Al < KerCy;. (26)
Thus, from (25) and (26), we get the relation
:lz_ollmAlk Bj ﬂ:l;.lKerCliAlk c KerCy;.
This implies that
Elz_ollmAf Bij = KerCy;. (27
Thus, the first term of condition (ii) is proven. For ImB,; < KerCy; which
implies ImB,; < ﬂ?:o KerC,; has been proved in Theorem 4.2.

Furthermore, to show the reverse implication of this statement, we
consider the system (ii). This implies AlksBlj = ImA'L‘Blj c KerCy;, for k =
0,1 2, .., ;m —1. Therefore, we get CliAfiBlj =0, for k=0,1,2,..,m-1.

Consequently, this implies B, — ﬂzlz_olKerCﬂAlk. Since Zﬂlz_ollmAlk B1j

is the smallest subspace that contains 9;j, we have the following
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relationship:
m-1 ok n-1 k
Byj Zk:o IMA[By; < ﬂk:O KerCy AL
It follows from Theorem 4.2 that the group of outputs y; is not controlled by
the group of inputs uj, for i, j=1,2,.., q with i # j. O
Let V; be a subspace of R™ which is invariant under A; and satisfies

%1] C Vl C KerCli, (28)

and let 1, be a subspace of R"2 that satisfies
%2] C VZ - KerCZi. (29)

This means that condition (ii) of Theorem 4.4 holds.

According to subspaces V; and V, in (28) and (29), we have another

equivalent formulation of conditions (15) and (16). This result is presented in
the following theorem:

Theorem 4.5. Consider linear descriptor system (7) with index one and
let i, j € {1, 2, ..., q}. Then the group of outputs y; is not controlled by the

group of inputs uj, for i = j, if and only if there exist subspaces V; < R™M

and V, c R" with the following properties:
(i) Vy is invariant under Ay.
(i) Byj = V1 < KerCy;.
(iii) By =V, < KerCy;.

Proof. Let the output y; be not controlled by the input u;, for every

i = j, with i, j =1, 2, ..., q and suppose that )} is a subspace of R™. By
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Lemma 4.3 and Theorem 4.4, we have the following relation:
m-1 ok m-1 k
Byj Zk:o IMA[By; < ﬂk:o KerC, Al = KerCy;.

Therefore, the subspace V| = Elz_olKerCﬂAi‘ is invariant under A; (by
Lemma 4.1) and satisfies B,; < V; < KerCy;. Thus, conditions (i) and (ii)
are established. Further, to prove (iii), it follows from Theorem 4.4 that
Byj ﬂiq:o KerC,; < KerCy;. Thus, V, = ﬂiqzo KerCy; satisfies B,j < V,
c KerCy;. This proves (iii).

Conversely, let conditions (i), (ii) and (iii) hold. Then there exist

subspaces V; « R™ and V, « R™ such that B;j < V} < KerCy; and B,

m -1

C V, c KerCy;. By Lemma 4.3, > 1 |

ImAlk Byj is the smallest subspace

containing By j. Thus, Byj Zﬂlz_ollmAlk Byj. Therefore, we get
m-1 K m-1 k
By < Zk:O IMA‘B; ﬂk:o KerCyi Al < KerCy

and By < ﬂiq:O KerC,; c KerC,;. Based on the equivalence of conditions

(i) and (ii) of Theorem 4.4, we have the conclusion that the output y; is not

controlled by the input uj, forevery i = jwithi, j=1,2, ..., q. O

By Theorem 4.4(ii) and Definition 2.4(ii), it is clear how to characterize
the fact that the group of outputs y; is controlled by the group of inputs u;

for i, j=1,2,.., 9. A necessary and sufficient condition for this condition
is

m-1
Cyj kZOImAlkBlj # {0} and CyImBy; = {0}.

Thus, we have the following theorem:
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Theorem 4.6. The linear descriptor system (7) with index one is an
input-output group decoupled in the sense of Definition 2.5 if and only if the
following statements are true:

(i) For any i, je{l, 2,..,q}, with i = j, one of the conditions of
Theorem 4.4 is satisfied.

(i) Foralli=1 2, .., q,

n -1
Ciy, o IMABy # {0} (30)
and
C2i|mBZi * {O} (31)
If subsystem (3) is controllable, then the condition (30) can be replaced
by
n1—1 k
Cyi ‘0 IMATByj = ImCy;, (32)

and if subsystem (8) is controllable, then the condition (31) can be replaced
by

C2i|m82i = |mC2i. (33)

Proof. Condition (i) has been proved in Theorem 4.4. Thus, we need
only to prove (ii) that (30) implies (32). By using condition (ii) of Theorem
4.4, for i = j and controllability of (A, B;), we have

Z?:lzﬂlz_ollmAlkBlj - R™.

Thus, we get

q m-1
k
IMCyj = CiR™ = C; >~ > IABy;

j=1k=0



The Necessary and Sufficient Condition ... 283

nl—l nl—l nl—l
k k k
= Cyi| Y IMABg + -+ Y IMABY + -+ Y ImA By
k=0 k=0 k=0
m-1 Kk
=Cui 2\ _o IMA By

This establishes condition (31).

Further, we need to prove (31) implies (33). By controllability properties

of subsystem (8), we have Z(}':l ImB,; = R". Thus, we get
q
|mC2i = CZiRnZ = CZiZ ImBZi
j=1
e C2i(lm821 + o0+ ImBZi + -0+ |m82q)
= C2i ImBZi .
This shows that condition (33) is proved. O
5. A Numerical Example

In this section, a numerical example is provided to illustrate the results
obtained in this paper. Consider a linear descriptor system with index one

1 0 0 0 1 0 0 0
0 1 Ofx(t)={-1 -1 O [x(t)+|1 Ofu(t),
0 0 O 0 0 -2 0 O
1 0 1
0 0 1
t) = X(t).
yo=1, | oX®
0 0 1

There exist two nonsingular matrices
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100 1.0 0
Q=I3=|0 1 0| and P=(0 1 0 |
1
0 0 1 00
Then
100 0 1 0
I 0 A O
QEP = -{0 1 0| and QAP = —|l1 -1 ol
0 N 0 |
0 0 0 0 0 1
1 0 -t
00 2
By 0 0 -+
QB=| |=[1 0 and CP=[C; C,]= 5 1.
2 0
00 )
00 ]

It will become a regular linear descriptor system with index one of the form

{x'l(t) -0 Lsos]] o
0 =xy(t)+[0 OJu(t),

y(t) = X (t).

Xl(t) +

o b O

o O O
o | |

S N

We obtain

Il
1
o
[EEN
| |
=
|
1
o
o
1
o
N
Il
=)
o
I_—l
(@]
_
Il
o B O -
o - O o
(@]
N
|
| o | |
N FRPCN RPN -
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and we have partition

0 0
Biu=|,| Bi2=|.} Ba=0 Byp=0,

1 0
1
10 2
1 1
Ciu=10 0} Cp=[00] Cyu=|—5| Cx= [—ﬂ.
1 1 0

We can calculate that
k
C11Bi2 =0, Ci1AB =0, ..., C11A( B =0,

K
C12B11 =0, CipABy1 =0, ..., CpA By =0,
C21By =0, CxBy =0.

Hence, conditions (15) and (16) are satisfied. Therefore, the group of outputs
y; is not controlled by the group of inputs u;, for i = j with i, j =1, 2.

6. Conclusion

The problem of input-output group decoupling for regular linear
descriptor system with index at most one using geometric approach has been
solved. The input and output of system can be partitioned into multiple
subvectors such that every group of input controls only one group of outputs
and does not control other outputs. The necessary and sufficient condition of
input-output group decoupling problem has been derived. Furthermore, other
equivalent formulations of input-output group decoupling problem for
regular linear descriptor system with index one have been presented.
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