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#### Abstract

A new $S$-type eigenvalue localization set for tensors is given by partitioning the index set $N=\{1,2, \ldots, n\}$ into a subset $S$ and its complement. It is shown that the new set is tighter than those in Li et al. [35]. Based on this new set, we give a checkable sufficient condition for the positive (semi-)definiteness of tensors and an upper bound for the spectral radius of nonnegative tensors.


## 1. Introduction

Let $C(R)$ denote the set of all complex (real) numbers and $N=$ $\{1,2, \ldots, n\}$. We call $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right)$ to be a complex (real) tensor of order $m$ and dimension $n$, denoted by $\mathcal{A} \in C^{[m, n]}\left(R^{[m, n]}\right)$, if

$$
a_{i_{1} \cdots i_{m}} \in C(R),
$$

where $i_{j}=1, \ldots, n$ for $j=1, \ldots, m$. Obviously, a vector is a tensor of order 1 and a matrix is a tensor of order 2 . A real tensor $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right)$ is called symmetric [1, 2] if

$$
a_{i_{1} \cdots i_{m}}=a_{\pi\left(i_{1} \cdots i_{m}\right)}, \quad \forall \pi \in \Pi_{m}
$$

where $\Pi_{m}$ is the permutation group of $m$ indices. Furthermore, a real tensor of order $m$ and dimension $n$ is called the unit tensor, if its entries are $\delta_{i_{1} \cdots i_{m}}$ for $i_{1}, \ldots, i_{m} \in N$, where

$$
\delta_{i_{1} \cdots i_{m}}= \begin{cases}1, & \text { if } i_{1}=\cdots=i_{m} \\ 0, & \text { otherwise }\end{cases}
$$

We now define a tensor-vector multiplication, i.e., for a tensor $\mathcal{A}=$ $\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}$, and a vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in C^{n}, \mathcal{A} x^{m-1}$ is an $n$ dimensional vector whose $i$ th component is

$$
\left(\mathcal{A x} x^{m-1}\right)_{i}=\sum_{i_{2}, \ldots, i_{m} \in N} a_{i i_{2} \cdots i_{m}} x_{i_{2}} \cdots x_{i_{m}}
$$

Moreover, if there are a complex number $\lambda$ and a nonzero complex vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}$ such that

$$
\mathcal{A} x^{m-1}=\lambda x^{[m-1]},
$$

then $\lambda$ is called an eigenvalue of $\mathcal{A}$ and $x$ an eigenvector of $\mathcal{A}$ associated with $\lambda$, where

$$
x^{[m-1]}=\left(x_{1}^{m-1}, x_{2}^{m-1}, \ldots, x_{n}^{m-1}\right)^{T}
$$

This definition was introduced by Qi in [1] where he assumed that $\mathcal{A} \in$ $R^{[m, n]}$ is symmetric and $m$ is even. Independently, in [3], Lim gave such a definition but restricted $x$ to be a real vector and $\lambda$ to be a real number. In this
case, we call $\lambda$ to be an $H$-eigenvalue of $\mathcal{A}$ and $x$ to be an $H$-eigenvector of $\mathcal{A}$ associated with $\lambda[1,4,5]$.

Eigenvalue problems of tensors have become an important topic of study in numerical multilinear algebra, and they have a wide range of practical applications; see [5-30]. For example, we can use the smallest $H$-eigenvalue of a tensor to determine its positive (semi-)definiteness. But it is not easy to compute the smallest $H$-eigenvalue of tensors when the order and dimension are very large, so we always try to obtain a set in the complex field which includes all eigenvalues of a given tensor.

In [1], Qi gave an eigenvalue localization set for real symmetric tensors, which is a generalization of the well known Geršgorin's eigenvalue localization set of matrices [31, 32]. This result can be easily generalized to general tensors [2, 33].

Theorem $1.1[1,2,33]$. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}$. Then

$$
\sigma(\mathcal{A}) \subseteq \Gamma(\mathcal{A}):=\bigcup_{i \in N} \Gamma_{i}(\mathcal{A})
$$

where $\sigma(\mathcal{A})$ is the set of all the eigenvalues of $\mathcal{A}$ and

$$
\Gamma_{i}(\mathcal{A})=\left\{z \in \mathbb{C}:\left|z-a_{i \cdots i}\right| \leq r_{i}(\mathcal{A})\right\}, \quad r_{i}(\mathcal{A})=\sum_{\substack{i_{2}, \ldots, i_{m} \in N \\ \delta_{i i_{2}} \cdots i_{m}=0}}\left|a_{i i_{2} \cdots i_{m}}\right|
$$

To obtain tighter sets than $\Gamma(\mathcal{A})$, Li et al. [33] extended the Brauer's eigenvalue localization set of matrices [32, 34] to tensors and gave the following Brauer-type eigenvalue localization set for tensors.

Theorem 1.2 [33]. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}, n \geq 2$. Then

$$
\sigma(\mathcal{A}) \subseteq \mathcal{K}(\mathcal{A}):=\bigcup_{\substack{i, j \in N \\ j \neq i}} \mathcal{K}_{i, j}(\mathcal{A})
$$

where

$$
\mathcal{K}_{i, j}(\mathcal{A})=\left\{z \in \mathbb{C}:\left(\left|z-a_{i \cdots i}\right|-r_{i}^{j}(\mathcal{A})\right)\left|z-a_{j \cdots j}\right| \leq\left|a_{i j \cdots j}\right| r_{j}(\mathcal{A})\right\}
$$

and

$$
r_{i}^{j}(\mathcal{A})=\sum_{\substack{\delta_{i i_{2} \cdots i_{m}}=0 \\ \delta_{j i_{2} \cdots i_{m}}=0}}\left|a_{i i_{2} \cdots i_{m}}\right|=r_{i}(\mathcal{A})-\left|a_{i j \cdots j}\right|
$$

Furthermore, $\mathcal{K}(\mathcal{A}) \subseteq \Gamma(\mathcal{A})$.
Theorem 1.3 [33]. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}, \quad n \geq 2$, and $S$ be a nonempty proper subset of $N$. Then

$$
\sigma(\mathcal{A}) \subseteq \mathcal{K}^{S}(\mathcal{A}):=\left(\bigcup_{i \in S, j \in \bar{S}} \mathcal{K}_{i, j}(\mathcal{A})\right) \cup\left(\bigcup_{i \in \bar{S}, j \in S} \mathcal{K}_{i, j}(\mathcal{A})\right)
$$

Furthermore, $\mathcal{K}^{S}(\mathcal{A}) \subseteq \mathcal{K}(\mathcal{A}) \subseteq \Gamma(\mathcal{A})$.
Theorem 1.4 [35]. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}, \quad n \geq 2$, and $S$ be a nonempty proper subset of $N$. Then

$$
\sigma(\mathcal{A}) \subseteq \Omega^{S}(\mathcal{A}):=\left(\bigcup_{i \in S, j \in \bar{S}} \Omega_{i, j}^{S}(\mathcal{A})\right) \cup\left(\bigcup_{i \in \bar{S}, j \in S} \Omega_{i, j}^{\bar{S}}(\mathcal{A})\right)
$$

where

$$
\begin{aligned}
\Omega_{i, j}^{S}(\mathcal{A}):= & \left\{z \in \mathbb{C}:\left(\left|z-a_{i \cdots i}\right|\right)\left(\left|z-a_{j \cdots j}\right|-r_{j}^{\Delta^{S}}(\mathcal{A})\right)\right. \\
& \left.\leq r_{i}(\mathcal{A}) r_{j}^{\Delta^{S}}(\mathcal{A}), i \in S, j \in \bar{S}\right\}
\end{aligned}
$$

Li et al. [35] proved that

$$
\begin{equation*}
\Omega^{S}(\mathcal{A}) \subseteq \mathcal{K}^{S}(\mathcal{A}) \subseteq \mathcal{K}(\mathcal{A}) \subseteq \Gamma(\mathcal{A}) \tag{1.1}
\end{equation*}
$$

In this paper, we continue this work on the eigenvalue localization problem for tensors. In Section 2, a new eigenvalue inclusion set for tensors is obtained, and it has been proved to be tighter than those in Theorems 1.11.4 Based on the new set, a checkable sufficient condition for the positive (semi-)definiteness of tensors is given in Section 3, and an upper bound for the spectral radius of nonnegative tensor is given in Section 4.

## 2. A New Eigenvalue Localization Set

Given a nonempty proper subset $S$ of $N, \bar{S}=N \backslash S$. We denote

$$
\begin{aligned}
& \Delta^{N}:=\left\{\left(i_{2}, i_{3}, \ldots, i_{m}\right): \text { each } i_{j} \in N \text { for } j=2, \ldots, m\right\}, \\
& \Delta^{S}:=\left\{\left(i_{2}, i_{3}, \ldots, i_{m}\right): \text { each } i_{j} \in S \text { for } j=2, \ldots, m\right\}
\end{aligned}
$$

and

$$
\overline{\Delta^{S}}=\Delta^{N} \backslash \Delta^{S} .
$$

This implies that for a tensor $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}$, we have that for $i \in S$,

$$
r_{i}(\mathcal{A})=r_{i}^{\Delta^{S}}(\mathcal{A})+r_{i}^{\Delta^{\Delta^{S}}}(\mathcal{A}), \quad r_{i}^{j}(\mathcal{A})=r_{i}^{\Delta^{S}}(\mathcal{A})+r_{i}^{\overline{\Delta^{S}}}(\mathcal{A})-\left|a_{i j \cdots j}\right|
$$

where

$$
r_{i}^{\Delta^{S}}(\mathcal{A})=\sum_{\substack{\left(i_{2}, \ldots, i_{m}\right) \in \Delta^{S} \\ \delta_{i i_{2} \cdots i_{m}}=0}}\left|a_{i i_{2} \cdots i_{m}}\right|, \quad r_{i}^{\overline{\Delta^{S}}}(\mathcal{A})=\sum_{\left(i_{2}, \ldots, i_{m}\right) \in \overline{\Delta^{S}}}\left|a_{i i_{2} \cdots i_{m}}\right|
$$

Theorem 2.1. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}$ with $n \geq 2$, $S$ be a nonempty proper subset of $N$. Then

$$
\begin{aligned}
\sigma(\mathcal{A}) \subseteq \Psi^{S}(\mathcal{A}):= & \left(\bigcup_{i \in S} \Psi_{i}^{S}(\mathcal{A})\right) \cup\left(\bigcup_{i \in \bar{S}} \Psi_{i}^{\bar{S}}(\mathcal{A})\right) \\
& \cup\left(\bigcup_{\substack{i \in S \\
j \in \bar{S}}}\left(\Psi_{i, j}^{S}(\mathcal{A}) \cap \Gamma_{i}(\mathcal{A})\right)\right) \cup\left(\bigcup_{\substack{i \in \bar{S} \\
j \in S}}\left(\Psi_{i, j}^{\bar{S}}(\mathcal{A}) \cap \Gamma_{i}(\mathcal{A})\right)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
\Psi_{i}^{S}(\mathcal{A})= & \left\{z \in \mathbb{C}:\left|z-a_{i \cdots i}\right| \leq r_{i}^{\Delta^{S}}(\mathcal{A})\right\} \\
\Psi_{i, j}^{S}(\mathcal{A})= & \left\{z \in \mathbb{C}:\left(\left|z-a_{i \cdots i}\right|-r_{i}^{\Delta^{S}}(\mathcal{A})\right)\right. \\
& \left.\cdot\left(\left|z-a_{j \cdots j}\right|-r_{j}^{\Delta^{S}}(\mathcal{A})\right) \leq r_{i}^{\Delta^{S}}(\mathcal{A}) r_{j}^{\Delta^{S}}(\mathcal{A})\right\} .
\end{aligned}
$$

Proof. For any $\lambda \in \sigma(\mathcal{A})$, let $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in \mathbb{C}^{n} \backslash\{0\}$ be an associated eigenvector, i.e.,

$$
\begin{equation*}
\mathcal{A} x^{m-1}=\lambda x^{[m-1]} . \tag{2.1}
\end{equation*}
$$

Let $\left|x_{p}\right|=\max _{i \in S}\left|x_{i}\right|$ and $\left|x_{q}\right|=\max _{i \in \bar{S}}\left|x_{i}\right|$. Then at least one of $x_{p}$ or $x^{q}$ is nonzero. If

$$
\lambda \in\left(\bigcup_{i \in S} \Psi_{i}^{S}(\mathcal{A})\right) \cup\left(\bigcup_{i \in \bar{S}} \Psi_{i}^{\bar{S}}(\mathcal{A})\right)
$$

then it is obvious that $\lambda \in \Psi^{S}(\mathcal{A})$. Otherwise,

$$
\lambda \notin\left(\bigcup_{i \in S} \Psi_{i}^{S}(\mathcal{A})\right) \cup\left(\bigcup_{i \in \bar{S}} \Psi_{i}^{\bar{S}}(\mathcal{A})\right)
$$

and we have

$$
\left|\lambda-a_{i \cdots i}\right|>r_{i}^{\Delta^{S}}(\mathcal{A}) \text { each } i \in S
$$

and

$$
\left|\lambda-a_{i \cdots i}\right|>r_{i}^{\Lambda^{\bar{S}}}(\mathcal{A}) \text { for each } i \in \bar{S} .
$$

We next prove

$$
\left.\lambda \in\left(\bigcup_{\substack{i \in S \\ j \in \bar{S}}}\left(\Psi_{i, j}^{S}(\mathcal{A}) \cap \Gamma_{i}(\mathcal{A})\right)\right) \cup\left(\bigcup_{\substack{i \in \bar{S} \\ j \in S}}\left(\Psi_{i, j} \overline{\mathcal{S}}^{(\mathcal{A}}\right) \cap \Gamma_{i}(\mathcal{A})\right)\right)
$$

Case I. $x_{p^{x_{q}}} \neq 0$ and $\left|x_{p}\right| \geq\left|x_{q}\right|$, that is, $\left|x_{p}\right|=\max _{i \in N}\left|x_{i}\right|$. By (2.1), we have

$$
\begin{aligned}
\left(\lambda-a_{p \cdots p}\right) x_{p}^{m-1}= & \sum_{\left(i_{2}, \ldots, i_{m}\right) \in \Delta^{\bar{S}}} a_{p i_{2} \cdots i_{m}} x_{i_{2}} \cdots x_{i_{m}} \\
& +\sum_{\substack{\left(i_{2}, \ldots, i_{m}\right) \in \Delta^{\bar{s}} \\
\delta_{p i_{2} \cdots i_{m}}=0}} a_{p i_{2} \cdots i_{m}} x_{i_{2}} \cdots x_{i_{m}} .
\end{aligned}
$$

Taking modulus in the above equation and using the triangle inequality give

$$
\begin{aligned}
& \left|\lambda-a_{p \cdots p}\right|\left|x_{p}\right|^{m-1} \\
\leq & \sum_{\left(i_{2}, \ldots, i_{m}\right) \in \Delta^{\bar{S}}}\left|a_{p i_{2} \cdots i_{m}}\right|\left|x_{i_{2}}\right| \cdots\left|x_{i_{m}}\right|+\sum_{\substack{\left(i_{2}, \ldots, i_{m}\right) \in \overline{\Delta^{\bar{s}}} \\
\delta_{p i_{2}, \cdots i_{m}=0}}}\left|a_{p i_{2} \cdots i_{m}}\right|\left|x_{i_{2}}\right| \cdots\left|x_{i_{m}}\right| \\
\leq & \sum_{\left(i_{2}, \ldots, i_{m}\right) \in \Delta^{\bar{S}}}\left|a_{p i_{2} \cdots i_{m}}\right|\left|x_{q}\right|^{m-1}+\sum_{\substack{\left(i_{2}, \ldots, i_{m}\right) \in \Delta^{\bar{s}} \\
\delta_{p i_{2} \cdots i_{m}=0}}}\left|a_{p i_{2} \cdots i_{m}} \| x_{p}\right|^{m-1} \\
= & r_{p}^{\Delta^{\bar{S}}}(\mathcal{A})\left|x_{q}\right|^{m-1}+r_{p}^{\overline{\Delta^{\bar{S}}}}(\mathcal{A})\left|x_{p}\right|^{m-1} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left(\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\overline{\Delta_{\bar{S}}^{S}}}(\mathcal{A})\right)\left|x_{p}\right|^{m-1} \leq r_{p}^{\Delta^{\bar{S}}}(\mathcal{A})\left|x_{q}\right|^{m-1} \tag{2.2}
\end{equation*}
$$

Similarly, we have that

$$
\begin{aligned}
& \left(\lambda-a_{q \cdots q}\right) x_{q}^{m-1} \\
& \sum_{\substack{\left(i_{2}, \ldots, i_{m}\right) \in \Delta \\
\delta_{q i_{2}} \cdots i_{m}=0}} a_{q i_{2} \cdots i_{m}} x_{i_{2}} \cdots x_{i_{m}}+\sum_{\left(i_{2}, \ldots, i_{m}\right) \in \Delta \bar{S}} a_{q i_{2} \cdots i_{m}} x_{i_{2}} \cdots x_{i_{m}}
\end{aligned}
$$

and that

$$
\left|\lambda-a_{q \cdots q}\right|\left|x_{q}\right|^{m-1} \leq r_{q}^{\Delta^{\bar{S}}}(\mathcal{A})\left|x_{q}\right|^{m-1}+r_{q}^{\overline{S_{\bar{S}}}}(\mathcal{A})\left|x_{p}\right|^{m-1},
$$

i.e.,

$$
\begin{equation*}
\left(\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\Delta^{\bar{S}}}(\mathcal{A})\right)\left|x_{q}\right|^{m-1} \leq r_{q}^{\overline{\Delta^{\bar{S}}}}(\mathcal{A})\left|x_{p}\right|^{m-1} \tag{2.3}
\end{equation*}
$$

Note that for any $j \in \bar{S},\left|\lambda-a_{j \ldots j}\right|-r_{j}^{\Lambda^{\bar{S}}}(\mathcal{A})>0$, hence by (2.2) and (2.3), we get

$$
\left(\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\overline{\Lambda^{\bar{S}}}}(\mathcal{A})\right)\left(\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\Delta^{\bar{S}}}(\mathcal{A})\right) \leq r_{p}^{\Delta^{\bar{S}}}(\mathcal{A}) r_{q}^{\overline{\Lambda^{\bar{S}}}}(\mathcal{A}),
$$

which leads to $\lambda \in \Psi_{q, p}^{\bar{S}}(\mathcal{A}) \subseteq \Psi^{S}(\mathcal{A})$.
Case II. $x_{p} x_{q} \neq 0$ and $\left|x_{q}\right| \geq\left|x_{p}\right|$, that is, $\left|x_{q}\right|=\max _{i \in N}\left|x_{i}\right|$. Similar to the argument of Case I, we can obtain that

$$
\left(\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{s}}}(\mathcal{A})\right)\left|x_{q}\right|^{m-1} \leq r_{q}^{\Delta^{S}}(\mathcal{A})\left|x_{p}\right|^{m-1},
$$

and

$$
\left(\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})\right)\left|x_{p}\right|^{m-1} \leq r_{p}^{\overline{\Delta^{S}}}(\mathcal{A})\left|x_{q}\right|^{m-1}
$$

Thus,

$$
\left(\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})\right)\left(\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})\right) \leq r_{p}^{\overline{\Delta^{S}}}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A}),
$$

by the fact that for any $i \in S,\left|\lambda-a_{i \cdots i}\right|-r_{i}^{\Delta^{S}}(\mathcal{A})>0$. Hence, $\lambda \in$ $\Psi_{p, q}^{S}(\mathcal{A}) \subseteq \Psi^{S}(\mathcal{A})$.

Case III. $\left|x_{p}\right|\left|x_{q}\right|=0$, without loss of generality, let $\left|x_{q}\right|=0$ and $\left|x_{p}\right| \neq 0$. Then by (2.2),

$$
\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\overline{\Lambda_{\bar{S}}^{S}}}(\mathcal{A}) \leq 0 .
$$

Hence, for any $j \in \bar{S}$,

$$
\left(\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\overline{\Lambda_{\bar{S}}^{S}}}(\mathcal{A})\right)\left(\left|\lambda-a_{j \cdots j}\right|-r_{j}^{\Delta^{\bar{S}}}(\mathcal{A})\right) \leq r_{p}^{\Delta^{\bar{S}}}(\mathcal{A}) r_{j}^{\overline{\Lambda^{\bar{S}}}}(\mathcal{A}),
$$

which leads to $\lambda \in \Psi_{j, p}^{\bar{S}}(\mathcal{A}) \subseteq \Psi^{S}(\mathcal{A})$. The conclusions follows by combining Cases I, II and III.

To compare the sets $\Gamma(\mathcal{A})$ in Theorem 1.1, $\mathcal{K}(\mathcal{A})$ in Theorem 1.2, $\mathcal{K}^{S}(\mathcal{A})$ in Theorem 1.3, $\Omega^{S}(\mathcal{A})$ in Theorem 1.4 and $\Psi^{S}(\mathcal{A})$ in Theorem 2.1, we need the following conclusion.

Lemma 2.2 [36]. (I) Let $a, b, c \geq 0$ and $d>0$. If $\frac{a}{b+c+d} \leq 1$, then

$$
\frac{a-(b+c)}{d} \leq \frac{a-b}{c+d} \leq \frac{a}{b+c+d} .
$$

(II) Let $a, b, c \geq 0$ and $d>0$. If $\frac{a}{b+c+d} \geq 1$, then

$$
\frac{a-(b+c)}{d} \geq \frac{a-b}{c+d} \geq \frac{a}{b+c+d} .
$$

Theorem 2.3. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}, n \geq 2$. Then

$$
\Psi^{S}(\mathcal{A}) \subseteq \Omega^{S}(\mathcal{A}) \subseteq \mathcal{K}^{S}(\mathcal{A}) \subseteq \mathcal{K}(\mathcal{A}) \subseteq \Gamma(\mathcal{A})
$$

Proof. By (1.1), $\Omega^{S}(\mathcal{A}) \subseteq \mathcal{K}^{S}(\mathcal{A}) \subseteq \mathcal{K}(\mathcal{A}) \subseteq \Gamma(\mathcal{A})$ holds. We only prove $\Psi^{S}(\mathcal{A}) \subseteq \Omega^{S}(\mathcal{A})$. Let $\lambda \in \Psi^{S}(\mathcal{A})$. If

$$
\lambda \in\left(\bigcup_{i \in S} \Psi_{i}^{S}(\mathcal{A})\right) \cup\left(\bigcup_{i \in \bar{S}} \Psi_{i}^{\bar{S}}(\mathcal{A})\right)
$$

without loss of generality, we suppose $\lambda \in \bigcup_{i \in S} \Psi_{i}^{S}(\mathcal{A})$ (we can also prove it similarly if $\left.\lambda \in \bigcup_{i \in \bar{S}} \Psi_{i}^{\bar{S}}(\mathcal{A})\right)$. Then there are index $p \in S$ and $q \in \bar{S}$ such that $\lambda \in \Psi_{p}^{S}(\mathcal{A})$, i.e.,

$$
\left|\lambda-a_{p \cdots p}\right| \leq r_{p}^{\Delta^{S}}(\mathcal{A})
$$

For $r_{p}^{\overline{\Lambda^{S}}}(\mathcal{A}) \geq 0$, so $0<\left|\lambda-a_{p \cdots p}\right| \leq r_{p}(\mathcal{A})$. For $\left|\lambda-a_{q \cdots q}\right| \leq r_{q}(\mathcal{A})$, so $\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A}) \leq r_{q}^{\Delta^{S}}(\mathcal{A})$, then we have

$$
\left(\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Lambda^{S}}}(\mathcal{A})\right)\left|\lambda-a_{p \cdots p}\right| \leq r_{p}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A})
$$

which implies that $\lambda \in \Omega^{S}(\mathcal{A})$.

$$
\begin{align*}
& \text { If } \lambda \notin\left(\bigcup_{i \in S} \Psi_{i}^{S}(\mathcal{A})\right) \cup\left(\bigcup_{i \in \bar{S}} \Psi_{i}^{\bar{S}}(\mathcal{A})\right) \text {, that is, } \\
& \qquad\left|\lambda-a_{i \cdots i}\right|>r_{i}^{\Delta^{S}}(\mathcal{A}) \text { for each } i \in S, \tag{2.4}
\end{align*}
$$

and

$$
\left|\lambda-a_{i \cdots i}\right|>r_{i}^{\lambda^{\bar{S}}}(\mathcal{A}) \text { for each } i \in \bar{S},
$$

then

$$
\lambda \in\left(\bigcup_{\substack{i \in S \\ j \in \bar{S}}}\left(\Psi_{i, j}^{S}(\mathcal{A}) \cap \Gamma_{i}(\mathcal{A})\right)\right) \cup\left(\bigcup_{\substack{i \in \bar{S} \\ j \in S}}\left(\Psi_{i, j}^{\bar{S}}(\mathcal{A}) \cap \Gamma_{i}(\mathcal{A})\right)\right)
$$

Without loss of generality, we suppose that

$$
\lambda \in \bigcup_{\substack{i \in S \\ j \in \bar{S}}}\left(\Psi_{i, j}^{S}(\mathcal{A}) \cap \Gamma_{i}(\mathcal{A})\right)
$$

Then there are $p \in S$ and $q \in \bar{S}$ such that $\lambda \in \Psi_{p, q}^{S}(\mathcal{A}) \cap \Gamma_{p}(\mathcal{A})$, i.e.,

$$
\begin{equation*}
\left|\lambda-a_{p \cdots p}\right| \leq r_{p}(\mathcal{A}), \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})\right)\left(\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})\right) \leq r_{p}^{\overline{\Delta^{S}}}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A}) \tag{2.6}
\end{equation*}
$$

If $r_{p}^{\overline{\Lambda^{S}}}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A})=0$, then by inequalities (2.4), (2.5) and (2.6), we have $r_{p}^{\overline{\Delta^{S}}}(\mathcal{A})>0, r_{q}^{\Delta^{S}}(\mathcal{A})=0$, and $\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\bar{S}^{S}}(\mathcal{A}) \leq 0$, this leads to

$$
\left(\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})\right)\left|\lambda-a_{p \cdots p}\right| \leq 0=r_{p}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A}),
$$

which implies that $\lambda \in \Omega^{S}(\mathcal{A})$.
If $r_{p}^{\overline{\Delta^{S}}}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A})>0$, then by dividing inequality (2.6) by $r_{p}^{\overline{\Lambda^{S}}}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A})$, we have

$$
\begin{equation*}
\frac{\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})}{r_{p}^{\Delta^{S}}(\mathcal{A})} \frac{\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})}{r_{q}^{\Delta^{S}}(\mathcal{A})} \leq 1 \tag{2.7}
\end{equation*}
$$

If $\frac{\left|\lambda-a_{p \ldots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})}{r_{p}^{\Lambda^{S}}(\mathcal{A})} \geq 1$, by Lemma 2.2 and inequality (2.7), we
get

$$
\begin{aligned}
& \frac{\left|\lambda-a_{p \cdots p}\right|}{r_{p}(\mathcal{A})} \frac{\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})}{r_{q}^{\Delta^{S}}(\mathcal{A})} \\
& \leq \frac{\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})}{\overline{r_{p}^{\Delta^{S}}}(\mathcal{A})} \frac{\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})}{r_{q}^{\Delta^{S}}(\mathcal{A})} \leq 1,
\end{aligned}
$$

equivalently,

$$
\left(\left|\lambda-a_{q \cdots q}\right|-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})\right)\left|\lambda-a_{p \cdots p}\right| \leq r_{p}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A})
$$

which implies that $\lambda \in \Omega^{S}(\mathcal{A})$.

$$
\text { If } \frac{\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})}{r_{p}^{\Delta^{S}}(\mathcal{A})} \leq 1 \text {, equivalently, }\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A}) \leq
$$

$r_{p}^{\bar{\Lambda}^{S}}(\mathcal{A})$, on multiplication, inequality (2.5) leads to

$$
\left|\lambda-a_{p \cdots p}\right|\left(\left|\lambda-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})\right) \leq r_{p}(\mathcal{A}) r_{p}^{\overline{\Delta^{S}}}(\mathcal{A})
$$

which implies that $\lambda \in \Omega^{S}(\mathcal{A})$. Hence, $\Psi^{S}(\mathcal{A}) \subseteq \Omega^{S}(\mathcal{A})$. The proof is thus completed.

Example 2.4. Let $\mathcal{A}=\left(a_{i_{1} i_{2} i_{3}}\right) \in \mathbb{C}^{[3,3]}$, where $a_{122}=a_{132}=1$, $a_{233}=2, a_{212}=a_{312}=3$ and the other entries are zero. Let $S=\{1,3\}$, $\bar{S}=\{2\}$. By Theorem 1.4, we have

$$
\sigma(\mathcal{A}) \subseteq \Omega^{S}(\mathcal{A})=\{z \in \mathbb{C}:(|z|-3)|z| \leq 6\} .
$$

By Theorem 2.1, we obtain

$$
\sigma(\mathcal{A}) \subseteq \Psi^{S}(\mathcal{A})=\{z \in \mathbb{C}:(|z|-3)|z| \leq 0\} .
$$

Figure 1. $\Omega^{S}(\mathcal{A})$ is represented by the blue boundary, while $\Psi^{S}(\mathcal{A})$ by the red. Obviously, $\Psi^{S}(\mathcal{A}) \subseteq \Omega^{S}(\mathcal{A})$.

## 3. Sufficient Condition for Positive (semi-)definiteness of Tensors

As the application of Theorem 2.1, a checkable sufficient condition for the positive (semi-)definiteness of tensors is given in this section.

Definition 3.1. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in C^{[m, n]}$ with $n \geq 2$, and $S$ be a nonempty proper subset of $N$. Then $\mathcal{A}$ is called an $S-D S D D_{0}(S-D S D D)$ tensor if the following four statements hold:
(I) for each $i \in S, a_{i \ldots i} \geq(>) r_{i}^{\Lambda^{S}}(\mathcal{A})$;
(II) for each $i \in \bar{S}, a_{i \cdots i} \geq(>) r_{i}^{S^{\bar{S}}}(\mathcal{A})$;
(III) for each $i \in S, j \in \bar{S}$,

$$
\left(a_{i \cdots i}-r_{i}^{\Delta^{S}}(\mathcal{A})\right)\left(a_{j \cdots j}-r_{j}^{\overline{\Lambda^{S}}}(\mathcal{A})\right) \geq(>) r_{i}^{\overline{\Lambda^{S}}}(\mathcal{A}) r_{j}^{\Lambda^{S}}(\mathcal{A}), \text { or } a_{i \cdots i}>r_{i}(\mathcal{A}) ;
$$

(IV) for each $i \in \bar{S}, j \in S$,

$$
\left(a_{i \cdots i}-r_{i}^{\Delta^{\bar{s}}}(\mathcal{A})\right)\left(a_{j \cdots j}-r_{j}^{\Lambda^{\bar{S}}}(\mathcal{A})\right) \geq(>) r_{i}^{\overline{\Lambda^{\bar{S}}}}(\mathcal{A}) r_{j}^{\Lambda^{\bar{S}}}(\mathcal{A}), \text { or } a_{i \cdots i}>r_{i}(\mathcal{A})
$$

Theorem 3.2. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in R^{[m, n]}$ with $n \geq 2$, and $S$ be a nonempty proper subset of $N$. If $\mathcal{A}$ is an even-order symmetric $S-\operatorname{DSDD}\left(S-D S D D_{0}\right)$ tensor with $a_{k \cdots k}>(\geq) 0$ for all $k \in N$, then $\mathcal{A}$ is positive (semi-)definite.

Proof. Without loss of generality, we only need to prove that $\mathcal{A}$ is positive definite (by another case, if $a_{k \cdots k} \geq 0$, we can prove that $\mathcal{A}$ is positive semi-definite). Let $\lambda$ be an $H$-eigenvalue of $\mathcal{A}$. Suppose $\lambda \leq 0$. According to Theorem 2.1, we have $\lambda \in \Psi^{S}(\mathcal{A})$ which implies that there are $i_{0}, i_{1} \in S, j_{0}, j_{1} \in \bar{S}$ such that

$$
\lambda \in \Psi_{i_{0}}^{S}(\mathcal{A}) \bigcup\left(\Psi_{i_{0}, j_{0}}^{S}(\mathcal{A}) \cap \Gamma_{i_{0}}(\mathcal{A})\right)
$$

or

$$
\lambda \in \Psi_{j_{1}}^{\bar{S}}(\mathcal{A}) \bigcup\left(\Psi_{j_{1}, i_{1}}^{\bar{S}}(\mathcal{A}) \cap \Gamma_{j_{1}}(\mathcal{A})\right) .
$$

Without loss of generality, we assume that

$$
\lambda \in \Psi_{i_{0}}^{S}(\mathcal{A}) \bigcup\left(\Psi_{i_{0}, j_{0}}^{S}(\mathcal{A}) \cap \Gamma_{i_{0}}(\mathcal{A})\right),
$$

that is,

$$
\left|\lambda-a_{i_{0} \cdots i_{0}}\right| \leq r_{i_{0}}^{\Delta_{0}^{S}}(\mathcal{A})
$$

or

$$
\begin{aligned}
& \left(\left|\lambda-a_{i_{0} \cdots i_{0}}\right|-r_{i_{0}}^{\Delta^{S}}(\mathcal{A})\right)\left(\left|\lambda-a_{j_{0} \cdots j_{0}}\right|-r_{j_{0}}^{\overline{\Delta^{S}}}(\mathcal{A})\right) \leq r_{i_{0}}^{\overline{\Delta^{S}}}(\mathcal{A}) r_{j_{0}}^{\Delta^{S}}(\mathcal{A}), \\
& \left|\lambda-a_{i_{0} \cdots 0}\right| \leq r_{i_{0}}(\mathcal{A}) .
\end{aligned}
$$

On the other hand, since $\mathcal{A}$ is an $S-D S D D$ tensor with $a_{k \cdots k}>0$ for all $k \in N$, we have that for $i_{0} \in S, j_{0} \in \bar{S}$,

$$
\left|\lambda-a_{i_{0} \cdots i_{0}}\right| \geq\left|a_{i_{0} \cdots i_{0}}\right|>r_{i_{0}}^{\Delta^{S}}(\mathcal{A})
$$

or

$$
\begin{aligned}
& \left(\left|\lambda-a_{i_{0} \cdots i_{0}}\right|-r_{i_{0}}^{\Delta^{S}}(\mathcal{A})\right)\left(\left|\lambda-a_{j_{0} \cdots j_{0}}\right|-r_{j_{0}}^{\overline{\Delta^{S}}}(\mathcal{A})\right) \\
\geq & \left(a_{i_{0} \cdots i_{0}}-r_{i_{0}}^{\Delta^{S}}(\mathcal{A})\right)\left(a_{j_{0} \cdots j_{0}}-r_{j_{0}}^{\Delta^{S}}(\mathcal{A})\right)>r_{i_{0}}^{\Delta^{S}}(\mathcal{A}) r_{j_{0}}^{\Delta^{S}}(\mathcal{A}), \\
& \left|\lambda-a_{i_{0} \cdots i_{0}}\right| \geq\left|a_{i_{0} \cdots i_{0}}\right|>r_{i_{0}}(\mathcal{A}) .
\end{aligned}
$$

This leads to a contradiction. Hence, $\lambda>0$, and $\mathcal{A}$ is positive definite. The conclusion follows.

## 4. An Upper Bound for the Spectral Radius of Nonnegative Tensors

On the basis of the results in Section 2, we give an upper bound for nonnegative tensors in this section. Before that, we introduce some results of nonnegative tensors [2, 33], which are generalized from nonnegative matrices.

Theorem 4.1 [2, Theorem 2.3]. If $\mathcal{A}$ is a nonnegative tensor of order $m$ dimension $n$, then the spectral radius $\rho(\mathcal{A})$ is an eigenvalue with $a$ nonnegative eigenvector $x \neq 0$ corresponding to it, where

$$
\rho(\mathcal{A})=\max \{|\lambda|: \lambda \in \sigma(A)\} .
$$

Theorem 4.1 is called the Perron-Frobenius theorem for nonnegative tensors.

Lemma 4.2 [33, Lemma 3.2]. If $\mathcal{A}$ is a nonnegative tensor of order $m$ dimension $n$, then

$$
\rho(\mathcal{A}) \geq \max _{i \in N} a_{i \cdots i}
$$

Meanwhile, an upper bound was given in [2].
Theorem 4.3 [2, Lemma 5.2]. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in R^{[m, n]}$ be nonnegative.
Then

$$
\rho(\mathcal{A}) \leq \max _{i \in N} \sum_{i_{2}, \ldots, i_{m} \in N} a_{i i_{2} \cdots i_{m}}=\max _{i \in N} R_{i}(\mathcal{A}) .
$$

Theorem 4.4 [33, Theorem 3.3]. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in R^{[m, n]}$ be nonnegative with $n \geq 2$. Then

$$
\rho(\mathcal{A}) \leq w=\max _{i, j \in N, i \neq j} \frac{1}{2}\left\{a_{i \cdots i}+a_{j \cdots j}+r_{i}^{j}(\mathcal{A})+\Delta_{i, j}^{\frac{1}{2}}(\mathcal{A})\right\},
$$

where

$$
\Delta_{i, j}(\mathcal{A})=\left(a_{i \cdots i}-a_{j \cdots j}+r_{i}^{j}(\mathcal{A})\right)^{2}+4 a_{i j \cdots j} r_{j}(\mathcal{A})
$$

Theorem 4.5 [33, Theorem 3.4]. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in R^{[m, n]}$ be nonnegative with $n \geq 2$, S be a nonempty proper subset of $N$. Then

$$
\rho(\mathcal{A}) \leq \phi=\max \left\{\phi^{S}, \phi^{\bar{S}}\right\},
$$

where

$$
\phi^{S}=\max _{i \in S, j \in \bar{S}} \frac{1}{2}\left\{a_{i \cdots i}+a_{j \cdots j}+r_{i}^{j}(\mathcal{A})+\Delta_{i, j}^{\frac{1}{2}}(\mathcal{A})\right\} .
$$

Theorem 4.6 [33, Theorem 3.5]. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in R^{[m, n]}$ be nonnegative with $n \geq 2$, $S$ be a nonempty proper subset of $N$. Then

$$
\phi \leq \omega \leq \max _{i \in N} R_{i}(\mathcal{A}) .
$$

Based on Theorem 2.1, a new sharp upper bound of $\rho(\mathcal{A})$ is established by the following theorem:

Theorem 4.7. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in R^{[m, n]}$ be nonnegative with $n \geq 2$, $S$ be a nonempty proper subset of $N$. Then

$$
\rho(\mathcal{A}) \leq \psi=\max \left\{\psi^{S}, \psi^{\bar{S}}, W^{S}, W^{\bar{S}}\right\},
$$

where $\psi^{S}=\max _{i \in S}\left\{a_{i \cdots i}+r_{i}^{\Lambda^{S}}(\mathcal{A})\right\}$,
$W^{S}=\max _{j \in \bar{S}} \min _{i \in S}\left\{\frac{1}{2}\left(a_{i \cdots i}+a_{j \cdots j}+r_{i}^{S^{S}}(\mathcal{A})+r_{j}^{\overline{\Lambda^{S}}}(\mathcal{A})+\Lambda_{i, j}^{\frac{1}{2}}(\mathcal{A})\right), R_{i}(\mathcal{A})\right\}$,

Proof. Since $\rho(\mathcal{A})$ is an eigenvalue of $\mathcal{A}$, by Theorem 2.1, if $\rho(\mathcal{A}) \in$ $\bigcup_{i \in S} \Psi_{i}^{S}(\mathcal{A})$, then there is $i_{0} \in S$ such that $\left|\rho(\mathcal{A})-a_{i_{0} \cdots i_{0}}\right| \leq r_{i_{0}}^{\Delta^{S}}(\mathcal{A})$. Furthermore, by Lemma 4.2, we have

$$
\rho(\mathcal{A})-a_{i_{0} \cdots i_{0}} \leq r_{i_{0}}^{\Delta^{S}}(\mathcal{A}),
$$

equivalently,

$$
\begin{equation*}
\rho(\mathcal{A}) \leq a_{i_{0} \cdots i_{0}}+r_{i_{0}}^{\Delta^{S}}(\mathcal{A}) \leq \max _{i \in S}\left\{a_{i \cdots i}+r_{i}^{\Delta^{S}}(\mathcal{A})\right\} . \tag{4.1}
\end{equation*}
$$

We can prove it similarly that if $\rho(\mathcal{A}) \in \bigcup_{i \in \bar{S}} \Psi_{i}^{\bar{S}}(\mathcal{A})$, then there is $i_{0} \in \bar{S}$ such that

$$
\begin{equation*}
\rho(\mathcal{A}) \leq a_{i_{0} \cdots i_{0}}+r_{i_{0}}^{\Delta^{\bar{S}}}(\mathcal{A}) \leq \max _{i \in \bar{S}}\left\{a_{i \cdots i}+r_{i}^{\Delta^{\bar{S}}}(\mathcal{A})\right\} . \tag{4.2}
\end{equation*}
$$

For the case that $\rho(\mathcal{A}) \in \bigcup_{\substack{i \in S \\ j \in \bar{S}}}\left(\Psi_{i, j}^{S}(\mathcal{A}) \cap \Gamma_{i}(\mathcal{A})\right)$, there are $p \in S$ and $q \in \bar{S}$ such that

$$
\begin{equation*}
\left|\rho(\mathcal{A})-a_{p \cdots p}\right| \leq r_{p}(\mathcal{A}), \tag{4.3}
\end{equation*}
$$

and

$$
\begin{align*}
& \left(\left|\rho(\mathcal{A})-a_{p \cdots p}\right|-r_{p}^{\Delta^{S}}(\mathcal{A})\right)\left(\left|\rho(\mathcal{A})-a_{q \cdots q}\right|-r_{q}^{\overline{\Lambda^{S}}}(\mathcal{A})\right) \\
\leq & r_{p}^{{\Delta^{S}}^{S}}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A}) . \tag{4.4}
\end{align*}
$$

By the inequality (4.3), we can get that

$$
\begin{equation*}
\rho(\mathcal{A}) \leq a_{p \cdots p}+r_{p}(\mathcal{A})=R_{p}(\mathcal{A}) \tag{4.5}
\end{equation*}
$$

On the other hand, solving $\rho(\mathcal{A})$ in inequality (4.4), we can get

$$
\begin{equation*}
\rho(\mathcal{A}) \leq \frac{1}{2}\left(a_{p \cdots p}+a_{q \cdots q}+r_{p}^{\Delta^{S}}(\mathcal{A})+r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})+\Lambda_{p, q}^{\frac{1}{2}}(\mathcal{A})\right), \tag{4.6}
\end{equation*}
$$

where

$$
\Lambda_{p, q}(\mathcal{A})=\left(a_{p \cdots p}-a_{q \cdots q}+r_{p}^{\Delta^{S}}(\mathcal{A})-r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})\right)^{2}+4 r_{p}^{\overline{\Delta^{S}}}(\mathcal{A}) r_{q}^{\Delta^{S}}(\mathcal{A})
$$

Combining inequality (4.5) with inequality (4.6), we have

$$
\rho(\mathcal{A}) \leq \min \left\{\frac{1}{2}\left(a_{p \cdots p}+a_{q \cdots q}+r_{p}^{\Delta^{S}}(\mathcal{A})+r_{q}^{\overline{\Delta^{S}}}(\mathcal{A})+\Lambda_{p, q}^{\frac{1}{2}}(\mathcal{A})\right), R_{p}(\mathcal{A})\right\},
$$

that is,

$$
\begin{equation*}
\rho(\mathcal{A}) \leq \max _{j \in \bar{S}} \min _{i \in S}\left\{\frac{1}{2}\left(a_{i \cdots i}+a_{j \cdots j}+r_{i}^{\Delta^{S}}(\mathcal{A})+{r_{j}^{\Delta^{S}}}^{\bar{S}}(\mathcal{A})+\Lambda_{i, j}^{\frac{1}{2}}(\mathcal{A})\right), R_{i}(\mathcal{A})\right\} . \tag{4.7}
\end{equation*}
$$

where

$$
\Lambda_{i, j}(\mathcal{A})=\left(a_{i \cdots i}-a_{j \cdots j}+r_{i}^{\Lambda^{S}}(\mathcal{A})-r_{j}^{\overline{\Lambda^{S}}}(\mathcal{A})\right)^{2}+4 r_{i}^{\overline{\Lambda^{S}}}(\mathcal{A}) r_{j}^{\Lambda^{S}}(\mathcal{A}) .
$$

Similarly if

$$
\rho(\mathcal{A}) \in \bigcup_{\substack{i \in \bar{S} \\ j \in S}}\left(\Psi_{i, j}^{\bar{S}}(\mathcal{A}) \cap \Gamma_{i}(\mathcal{A})\right),
$$

that is,

$$
\begin{equation*}
\rho(\mathcal{A}) \leq \max _{j \in S} \min _{i \in \bar{S}}\left\{\frac{1}{2}\left(a_{i \cdots i}+a_{j \cdots j}+r_{i}^{\Delta^{\bar{S}}}(\mathcal{A})+r_{j}^{\overline{S_{\bar{S}}}}(\mathcal{A})+\bar{\Lambda}_{i, j}^{\frac{1}{2}}(\mathcal{A})\right), R_{i}(\mathcal{A})\right\}, \tag{4.8}
\end{equation*}
$$

where $\bar{\Lambda}_{i, j}(\mathcal{A})=\left(a_{i \cdots i}-a_{j \cdots j}+r_{i}^{\Delta^{\bar{S}}}(\mathcal{A})-r_{j}^{\Lambda^{\bar{S}}}(\mathcal{A})\right)^{2}+4 r_{i}^{\Lambda^{\bar{S}}}(\mathcal{A}) r_{j}^{\Lambda^{\bar{S}}}(\mathcal{A})$, the conclusion follows from inequalities (4.1), (4.2), (4.7) and inequality (4.8).

Now we compare the upper bounds in Theorems 4.3, 4.4 and 4.5 with that in Theorem 4.7.

Theorem 4.8. Let $\mathcal{A}=\left(a_{i_{1} \cdots i_{m}}\right) \in R^{[m, n]}$ be nonnegative with $n \geq 2$, $S$ be a nonempty proper subset of $N$. Then

$$
\begin{equation*}
\psi \leq \phi \leq \omega \leq \max _{i \in N} R_{i}(\mathcal{A}) . \tag{4.9}
\end{equation*}
$$

Proof. It is obvious by Theorem 2.3 and Theorem 4.6.
Example 4.9. Consider the nonnegative tensor

$$
\mathcal{A}=[A(:,:, 1), A(:,:, 2), A(:,:, 3)] \in R^{[3,3]}
$$

where

$$
A(:,:, 1)=\left(\begin{array}{lll}
0.0900 & 0.0606 & 0.5294 \\
0.3209 & 0.7257 & 0.8300 \\
0.5114 & 0.5566 & 0.8588
\end{array}\right)
$$

$$
\begin{aligned}
& A(:,:, 2)=\left(\begin{array}{lll}
0.7890 & 0.7522 & 0.2699 \\
0.3178 & 0.1099 & 0.5246 \\
0.4522 & 0.1097 & 0.9727
\end{array}\right), \\
& A(:,:, 3)=\left(\begin{array}{lll}
0.7104 & 0.8504 & 0.2554 \\
0.3119 & 0.9116 & 0.0887 \\
0.2915 & 0.6393 & 0.8383
\end{array}\right) .
\end{aligned}
$$

We can compute the bounds with $S=\{1\}, \bar{S}=\{2,3\}$, then

$$
\max _{i \in N} R_{i}(\mathcal{A})=5.2303, \quad \omega=5.2074, \quad \phi=5.1457, \quad \psi=4.7611
$$

It is easy to see that the upper bound in Theorem 4.7 is sharper than those in Theorems 4.3, 4.4 and 4.5.

Remark 4.10. How to pick $S$ to make the upper bound as sharper as possible is very interesting, but difficult when the dimension of the tensor $\mathcal{A}$ is large. In future, we will deal with this problem.
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