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Abstract 

The aim of this paper is to study some aspects of matrix theory 
through pasting and reversing using linear mappings. We obtain new 
properties and new sets in matrix theory. In particular, we introduce 
new linear mappings: palindromicing and antipalindromicing 
mappings, which allow us to obtain palindromic and antipalindromic 
vectors and matrices. 

1. Introduction 

Pasting and reversing as mathematical operations were introduced by the 
first author in [2] and after extended in [1, 3-7]. Recently, in [10] were 
studied some properties of palindromic and antipalindromic polynomials. In 
this paper, we obtain new results in the framework of elementary matrix 
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theory which arise from links with pasting and reversing. In particular, we 
study pasting and reversing from linear mappings, proving some interesting 
results in matrix theory and introducing new linear mappings such as 
palindromicing and antipalindromicing mappings for vectors and matrices, 
among others1. For a complete theoretical background in matrix theory, see 
[8, 9]. 

We start considering the vector space ,nV K=  where K  is a field of 
characteristic zero, and we write VW ≤  to say that W is a subspace of V.        
In this way, ( )Kmn×M  denotes the set of mn ×  matrices with elements 

belonging to .K  We should keep in mind that when we write ,mn×M  we 

mean ( ).Kmn×M  In the same way, for ( ) ,, ++ ×∈ ZZji  we know that 

1=δii  while 0=δij  for all .ji ≠  Finally, floor and ceiling functions, 

denoted by ⎣ ⎦  and ⎡ ⎤ ,  respectively, are defined as 

⎣ ⎦ { } ⎡ ⎤ { }.min,max xnnxxmmx ≥|∈=≤|∈= ZZ  

2. Main Results 

We introduce the reversing mapping, denoted by R, as follows: 

( ) ( ).,...,,...,,,
:

1221 vvvvvv
VV

nn 6
→R

 

Proposition 2.1. The following statements hold: 

(1) ( ).VAut∈R  

(2) The transformation matrix of R  is given by 

( ) .1, nnjniM ×+−δ=R  

(3) Minimal and characteristic polynomials of R  are given, respectively, 
by 

                                                           
1This publication is sponsored by Vicerrectoría de Investigaciones - Universidad Simón 

Bolívar (Barranquilla - Colombia). 
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( ) ,12 −λ=λQ    ( ) ( ) ( ) .11
22 ⎥⎥
⎤

⎢⎢
⎡

⎥⎦
⎥

⎢⎣
⎢

−λ+λ=λ

nn

P  

(4) ( ) ( ) ( ) .,,kerker Vvvvididid ∈∀=+=− ⊥ RR  

(5) ( ) ( ).kerker ididV +⊕−= RR  

(6) ( ) ( ) .2kerdim,2kerdim ⎥⎦
⎥

⎢⎣
⎢=+⎥⎥

⎤
⎢⎢
⎡=− nidnid RR  

Proof. Assume ,, Vwv ∈  K∈α  such that ( ),...,,1 nvvv =  =w  

( )....,,1 nww  By definition of reversing, we have VV →:R  it follows      

that ( ) wvwv RRR +=+  and ( ) .vv RR α=α  Owing to VV →:R            

and ,2 vv =R  it implies that R  is left-right invertible, then R  is an 
automorphism of V and 

( ) ( ) ( ) .,...,,,,...,,, 1,121121 nnjninnnn vvvvvvvv ×+−−− δ=R  

We observe that id=2R  and ,id≠R  therefore ( ) 12 −λ=λQ  is          

the minimal polynomial of ,R  that is, ( ) mnnjniQ ×+− ∈=δ M01,  n0(  is           

the zero matrix of size .)nn ×  Now, assuming ,2=n  we have that the 

characteristic polynomial of R  is given by ( ) ( ) ( ),11 −λ+λ=λP  assuming 

,3=n  we obtain ( ) ( ) ( ) .11 2−λ+λ=λP  Therefore, the characteristic 

polynomial of R  is obtained inductively and it is given by 

( ) ( )
( ) ( )

( ) ( )⎪⎩

⎪
⎨
⎧

+=−λ+λ

=−λ+λ
=λ−δ=λ

++−
.12for,11

,2for,11
det

11,
mn

mn
IP

mm

mm

njni  

That is, by definition of floor and ceiling functions, we conclude 

( ) ( ) ( ) .11
22 ⎥⎥
⎤

⎢⎢
⎡

⎥⎦
⎥

⎢⎣
⎢

−λ+λ=λ

nn

P  

Assume ( )idv −∈ Rker  and ( ),ker idw +∈ R  for instance ,vv =R  

( ) ww −=R  and .0=⋅−=⋅ wvwv  In this way, ( ) ( ).kerker idid +=− ⊥ RR  
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Due to ( ) ( ),2 ididid +−=− RRR  then ( ) ( ),kerker ididV +⊕−= RR  

which implies that ( ) ,2kerdim ⎥⎥
⎤

⎢⎢
⎡=− nidR  ( ) ⎥⎦

⎥
⎢⎣
⎢=+ 2kerdim nidR  and 

.22 nnn =⎥⎦
⎥

⎢⎣
⎢+⎥⎥

⎤
⎢⎢
⎡  ~ 

Remark 2.2. Proposition 2.1 summarizes some results given in             
[5, Section 1], without the formalism of endomorphism. In particular, =:pW  

( ) ( )idWid a +=− RR ker:,ker  and R  is an endomorphism associated to a 

permutation matrix. Recall that σA  is a permutation matrix, defined over a 

given ,nS∈σ  whether its associated linear mapping σR  is given by 

( ) ( ( ) ( ) )....,,...,,
:

11 nn vvvv
VV

σσ
σ

→

6
R  

Reversing corresponds to ,RR =σ  where the permutation matrix is 

RMA =σ  and the permutation σ is given by 

.
1221

1321
⎟
⎠
⎞

⎜
⎝
⎛

−−
−

=σ
"
"

nnn
nn

 

To illustrate this formalism, we rewrite the following properties obtained 
in [5]: 

(1) ( ) .2 vv =R  

(2) ( ) ( ) ( ) .,,,, VwvKbawbvabwav ∈∈+=+ RRR  

(3) ( ) ( ).wvwv RR ⋅=⋅  

(4) ( ) ( ) ( ) .,, 3Kwvvwwv ∈∀×=× RRR  

Definition 2.3. A mapping is palindromicing (resp. antipalindromicing) 
whether it transforms any vector of a given vector space into a palindromic 
(resp. antipalindromic) vector. These mappings are called canonical, denoted 
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by pF  and ,aF  respectively, whether they are linear mappings and for all 

,Vv ∈  they satisfy ( ) ( )vv ap FF +=  and ( ) ( ) ( ).vv ap FFR −=  

We can see that palindromicing and antipalindromicing mappings are 
epimorphism from V to ( )id+Rker  but they are not isomorphisms due to 

they are not monomorphisms. From now on we only consider canonical 
palindromicing and canonical antipalindromicing mappings, which will be 
called palindromicing and antipalindromicing mappings. 

Proposition 2.4. The following statements hold: 

(1) pF  and aF  are given by 

( )

( )( )

( )

( )( ).2
1
ker:

,
2
1
ker:

vvv

idV

vvv

idV ap

R

RF

R

RF

−

+→

+

−→

66
 

(2) ( ) ( ) ( ) ( ).ker,ker paap imim FFFF ==  

(3) The companion matrices of pF  and aF  are nIM +R  and 

.nIM −R  

Proof. Consider ( )....,,1 nvvv =  We proceed according to each item: 

(1) We can see that pF  and aF  are linear mappings due to R  and id 

are linear mappings. Now, 

( ) ( )121121 ,...,,,2
1 vvvvvvvvv nnnnp ++++= −−F  

is a palindromic vector, ( ) ( )121121 ,...,,,2
1 vvvvvvvvv nnnna −−−−= −−F  

is an antipalindromic vector, for instance pF  and aF  are epimorphisms 

from V to ( )id−Rker  and from V to ( ).ker id−R  Furthermore, we see  

that ( ) ( ) ( ) ( ) vvvv apap =+=+ FFFF  and ( ) ( ) ( )vv pap FFF =−  

( ) ( ).vva RF =−  Thus, pF  is the palindromicing mapping and aF  is the 

antipalindromicing mapping. 
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(2) Assume pv Fker∈  and .ker aw F∈  We see that ( ) 0=vpF  

implies that ( ) ,vv −=R  thus ( ) ( ).ker aa imidWv FR =+=∈  Similarly, 

we see that ( ) 0=waF  implies that ( ) ,ww =R  thus ( )idWw p −=∈ Rker  

( ).pim F=  

(3) It follows directly from the companion matrices of the linear 
mappings R  and id. ~ 

Definition 2.5 (Pasting of vectors). Let V, W and Z be K -vector   
spaces. Consider ( ) Vvvv n ∈= ...,,1  and ( ) ....,,1 Wwww n ∈=  Pasting is 

the mapping P  such that 

( ) ( ) ,,,
:

zwvwv
ZWV

=
→×

P
P

6
 

where ( )....,,,...,, 11 mn wwvvz =  Furthermore, 

( ) ( ){ }.,:,:, WwVvwvWV ∈∈= PP  

Theorem 2.6. Consider ,nV K=  ,mW K=  ,mnZ += K  ZV ≤′  and 

ZW ≤′  generated by 

{ }mn
n

mn
l ee ++= ...,,1B    and   { },...,,1

mn
mn

mn
nr ee +

+
+
+=B  

respectively, where r
ie  is the ith vector of the canonical basis of .rK  The 

mappings ϕϕϕ ,, 21  and S  are given by 

,:,: 21 WWVV ′→ϕ′→ϕ  

( ) ( ) ,,,,,, 21 miwwwwwnivvvvv iniii ≤∀′=′=ϕ→≤∀′=′=ϕ→ +  

,:,: ZWVWVWV →′×′′×′→×ϕ S  

( ) ( ) ( ) ( )( ) ( ) ( ) .,,,,,, 21 wvwvSwvwvwvwv ′+′=′′→′′ϕϕ=ϕ→  

The following statements hold: 
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(1) Mappings 1ϕ  and 2ϕ  are linear isomorphisms. 

(2) The transformation matrices of 1ϕ  and 2ϕ  are given by =ϕ1M  

( ) ( )mnnji +×δ ,  and ( ) ( ),,2 mnmnjiM +×−ϕ δ=  respectively. 

(3) ( ) ( ) .21 Vimim =ϕ⊕ϕ  

(4) ( )( ) ( ).21 ϕ=ϕ ⊥ imim  

(5) The diagram 

 

is commutative, i.e., .ϕ= DSP  

Proof. We proceed according to each item: 

(1) Assume ,, K∈βα  Vvv ∈21,  and Www ∈21,  such that =1v  

( ),...,, 111 nvv  ( ),...,, 2212 nvvv =  ( ),...,, 1111 nwww =  ( )....,, 2212 nwww =  

By definitions of 1ϕ  and ,2ϕ  we have that 

( ) ( ) ( ) ( ),0...,,0,...,,,0...,,0,...,, 2212111111 
	�
	�
timesm

n
timesm

n vvvvvv =ϕ=ϕ  

( ) ( ) ( ) ( )....,,,0...,,0,...,,,0...,,0 2212211112 n
timesn

n
timesn

wwwwww 
	�
	� =ϕ=ϕ  

Therefore, ( ) ( ) ( )2111211 vvvv βϕ+αϕ=β+αϕ  and ( ) =β+αϕ 212 ww  

( ) ( ).2212 ww βϕ+αϕ  Now, due to ( ) Vv ′=ϕ 01  if and only if Vv 0=  and 

( ) Ww ′=ϕ 02  if and only if ,Ww 0=  we get { }V0=ϕ1ker  and 2ker ϕ  

{ }.W0=  Finally, for all Vv ′∈′  and for all ,Ww ′∈′  we get that there exist 

Vv ∈  and Ww ∈  such that ( ) Vv ′∈ϕ1  and ( ) ,2 Ww ′∈ϕ  i.e., ( ) Vim ′=ϕ1  
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and ( ) .2 Wim ′=ϕ  Thus, we conclude that 1ϕ  and 2ϕ  are linear mappings, 

monomorphisms and epimorphisms. 

(2) We see that for all Vv ∈  and for all ,Ww ∈  we obtain 

( ) ( ) ( ) ( ) ( ) ( ) ., 21 ,2,1 ϕ+×−ϕ+× =δ=ϕ=δ=ϕ wMwwvMvv mnmnjimnnji  

(3) By item (1), we have that ( ) Vim ′=ϕ1  and ( ) .2 Wim ′=ϕ  We see 

that { }ZWV 0=′′ ∩  and { }.,,,: WwVvwvZ ∈∈∈βαβ+α= K  

(4) Owing to 0=′⋅′ wv  for all Vv ′∈′  and Ww ′∈′  and by previous 
item, we have that W ′  is the orthogonal subspace of .V ′  

(5) Let Vv ∈  and .Ww ∈  Then 

( ) ( ) ( ) ( )( )wvSwvS 21 ,, ϕϕ=ϕD  

( ) ( )wv 21 ϕ+ϕ=  

( )., wvP=  

Therefore, .ϕ= DSP  ~ 

Corollary 2.7. If ,, nwv K∈  then ϕ is a linear mapping and its 

transformation matrix is given by [ ] ,4nnijmM ×ϕ =  where 

⎪⎩

⎪
⎨
⎧

−=
=

=
.,0
,3,1

,,1

otherwise
nji

ji
mij  

Proof. Due to 1ϕ  and 2ϕ  are linear mappings, it follows that 

( ) ( ( ) ( )) ( ) ( )., 21 wvwvwvwv βϕ+αϕ=β+αϕβ+αϕ=β+αϕ  Moreover, 

( ) (( ) ) ,...,,,0...,,0,0...,,0,...,, 11 ϕ==ϕ vMvvvvv n
timesntimesn

n 
	�
	�  

where [ ] nnijmM 4×ϕ =  defined above. ~ 
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To illustrate this formalism, we recover the following results obtained in 
[5]: 

(1) ( ) ,~, mnKWV +=P  

(2) ( )( ) ,dimdim,dim WVWV +=P  

(3) ( )( ) ( ) ( )( ),,, wvwv RRPPR =  

(4) ( )( ) ( )( ).,,,, zwvzwv PPPP =  

Definition 2.8 (Reversing of matrices). Assume ( ) ,mnijaA ×=  .K∈ija  

Reversing for rows of A, denoted by ( ),ArR  reversing for columns of A, 

denoted by ( ),AcR  and reversing of A, denoted by ( ),AR  are given by 

( ) ( ( ) ) ( ) ( ( ) ) ,, 11 mnjjncmnjmir aAaA ×−+×−+ == RR  

( ) ( ( ) ( ) ) ,11 mnjminaA ×−+−+=R  

respectively. 

To avoid confusion, assume reversing of vectors and reversing of 
matrices transformations denoted by vR  and ,mR  respectively. The 

“vectorization” mapping, denoted by ,nmρ  transforms a matrix belonging to 

( )Kmn×M  in a vector belonging to .nmK  From the following lemma, we 

get the analogue version for matrices of Theorem 2.6. 

Lemma 2.9 (Vectorization mapping). Mapping nmρ  is a linear 

isomorphism between mn×M  and .nmK  

Proof. It follows due to mn×M  and nmK  are isomorphic vector spaces, 

for instance nmρ  is a linear transformation, is a monomorphism and is an 

epimorphism. ~ 

Definition 2.10 (Pasting mappings by rows, columns and blocks). 
Assume ,mnA ×∈M  pnB ×∈M  and ,mqC ×∈M  pasting by rows of A 
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with B, denoted by ( )BAr ,P  is given by 

( )
( ) ( )

( ) ( )
,

,

,
,

11

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

ϕ

ϕ
=

nn

r
baS

baS
BA

D
#

D
P  where ., p

i
m

i KbKa ∈∈  

Pasting by columns of A with C, denoted by ( ),, CAcP  is given by 

( ) (( ) ( ) ( ) ( )),,,, 11 mmc caScaSCA ϕϕ= D"DP  

                                 where ., q
j

n
j KcKa ∈∈  

Pasting by blocks of B with C, denoted by ( ),, CBbP  is given by 

( ) ( ( ) ( )).,,,, CBCB pqrmnrcb ××= 00 PPPP  

Remark 2.11. We can see that previous definition allows to recover the 
formalism related with pasting and reversing of vectors, that is, 

( )
( )

( )⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

n

r
a

a
A

R

R
R #

1
 with ,m

ia K∈  

( ) ( ) ( )( )mc aaA RRR "1=  with ,n
ja K∈  

( ) ( ) ( )( )1aaA m RRR "=  with ,n
ja K∈  

( )
( )

( )
,

,

,
,

11

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

nn

r
ba

ba
BA

P

P
P #  where p

i
m

i KbKa ∈∈ ,  

and 

( ) ( ) ( )( ),,,, 11 mmc cacaCA PPP "=  where ., q
j

n
j KcKa ∈∈  

We rewrite the following properties (results) obtained in [5] and [3]. 

(1) ( ) ,2 AAr =R  

(2) ( ) ,2 AAc =R  
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(3) ( )( ) ( ) ( )( ),,, ABBA rrrrr RRPPR =  

(4) ( )( ) ( ) ( )( ),,, ABBA ccccc RRPPR =  

(5) ( )( ) ( )( ),,,,, CBACBA rrrr PPPP =  

(6) ( )( ) ( )( ),,,,, CBACBA cccc PPPP =  

(7) ( ) ( ) ( ),BABA rrr RRR β+α=β+α  

(8) ( ) ( ) ( ),BABA ccc RRR β+α=β+α  

(9) ( ) ( ),, pmnpnmnr +××× = MMMP  

(10) ( ) ( ) ,, mlnmlmnc ×+×× = MMMP  

(11) ( ) ( ( ( ( ) ) ) ( ),,,,, BIABA mnrpnmmnncrr ×××− += 000 PPPP  

(12) ( ) ( ( ( ( ) ) ) ( ),,,,, BIABA mncpnqmnnrcc ××−× += 000 PPPP  

(13) ( )( ) ( ),T
c

T
r AA RR =  

(14) ( )( ) ( ),T
r

T
c AA RR =  

(15) ( )( ) ( ),,, TT
rc BABA PP =  

(16) ( )( ) ( ),,, TT
cr BABA PP =  

(17) ( ) ( ),BAAB rr RR =  

(18) ( ) ( ) ,BAAB cc RR =  

(19) ( )( ) ( ) ,det1det
2

AA

n

c
⎥⎦
⎥

⎢⎣
⎢

−=R  

(20) ( )( ) ( ) ,det1det
2

AA

n

r
⎥⎦
⎥

⎢⎣
⎢

−=R  

(21) ( )( ) ( ),11 −− = AA rc RR  
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(22) ( )( ) ( ),11 −− = AA cr RR  

(23) ( ( ) ) ( ) ( ) ,1,1
1 nkIMM n

knk
r ≤≤= −

+− RR  

(24) ( ) ( ) ( ) ,1
1

1

1

1

2
3

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

−

=

−

=

⎥⎥
⎤

⎢⎢
⎡

i
n

i
rir

n

i
vv

n

∧∧ RR  

(25) ( ) ,rc AMMA RRR =  

(26) ( )( ) ,AA =RR  

(27) ( )( ) ( ) ( )( ),,, ABBA RRPPR =  

(28) ( )( ) ( )( ),,,,, CBACBA PPPP =  

(29) ( ) ( ) ( ),,,,, BcAbcBbAmqnpKcb RRR +=+==∈  

(30) ( ) ( ),, KBA sr×= MP  

(31) ( ) ,nn II =R  

(32) ( ) ( )( ),AA rc RRR =  

(33) ( ) ( )( ),AA cr RRR =  

(34) ( ) ( ) ( ),BAAB RRR =  

(35) ( )( ) ( ),11 −− AA RR  

(36) ( )( ) ,detdet AA =R  

(37) ( )( ) ,TrAATr =R  

(38) ( ) ( )( ) ,TT AA RR =  

(39) ( )( ) ( ) ( )( ),,, ABBA Bb RRPPR =  

(40) ( )( ) ( )( ),,,,, CBACBA bbbb PPPP =  

(41) ( ) ( ) ( ),, qmpnb BA +×+∈MP  
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(42) ( ) ( ),,, TT
b

T
b BABA PP =  

(43) ( )( ) ,detdet,det BABAb =P  

(44) ( )( ) ,, TrBTrABATr b +=P  

(45) ( ) ( ).,, 111 −−− = BABA bb PP  

Proposition 2.12. Consider .mnV ×=M  The following statements hold: 

(1) { } ( ).,, VAutrc ⊂RRR  

(2) The transformation matrices of ,R  rR  and ,cR  are given, 

respectively, by 

( ) ( ) ,, 1,1, mmjminmnmjnmi rMM ×+−×+− δ=δ= RR  

( ) ,,1 nnjincM ×+−δ=R  

where RM  acts over A written as vector in rMnm
R,K  acts over A 

multiplying it by right and cMR  acts over A multiplying it by left. 

(3) ( ) .rc AMMA RRR =  

(4) .mnIMM nrc =⇔=RR  

(5) ( ) ( ).kerker idid +=− ⊥ RR  

(6) ( ) ( ).kerker crid RRR −=−  

(7) ( ) ( ).kerker crid RRR +=+  

(8) 

( ) ( ) ( ) ( )( )ididididV rc −−=+⊕−= RRRR kerkerkerker ∩  

( ) ( )( ) ( ) ( )( )idididid rcrc −+⊕++⊕ RRRR kerkerkerker ∩∩  

( ) ( )( ).kerker idid rc +−⊕ RR ∩  
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(9) 

( ) ( ) ,2kerdim,2kerdim ⎥⎦
⎥

⎢⎣
⎢=+⎥⎥

⎤
⎢⎢
⎡=− nmidnmid RR  

( ) ( )( ) ,22kerkerdim ⎥⎥
⎤

⎢⎢
⎡

⎥⎥
⎤

⎢⎢
⎡=−− mnidid rc RR ∩  

( ) ( )( ) ,22kerkerdim ⎥⎦
⎥

⎢⎣
⎢

⎥⎦
⎥

⎢⎣
⎢=++ mnidid rc RR ∩  

( ) ( )( ) ,22kerkerdim ⎥⎥
⎤

⎢⎢
⎡

⎥⎦
⎥

⎢⎣
⎢=−+ mnidid rc RR ∩  

( ) ( )( ) .22kerkerdim ⎥⎥
⎤

⎢⎢
⎡

⎥⎦
⎥

⎢⎣
⎢=+− mnidid rc RR ∩  

Proof. It follows from Proposition 2.1 and the vectorization mapping 

nmρ  given in Lemma 2.9. ~ 

Remark 2.13. In [5] were defined and studied the subspaces associated 
with items (3)-(5) of Proposition 2.12. We see that for square matrices 

,rc MM RR =  although they are acting in different ways (left for columns 

and right for rows). From now on for square matrices we write .RM  

Proposition 2.14. The following statements hold: 

(1) Consider mnMA ×∈  and ,rnMB ×∈  then 

( )( ) ( ).,, TT
c

T
r BABA PP =  

(2) Consider ,mnMA ×∈  then ( ) ( )( ).AAdjAdjA RR =  

(3) Consider A′  as the augmented matrix of A with b, then =′A  
( )., bArP  

Proof. We proceed according to each item. 

(1) Assume mnMA ×∈  and .pnMB ×∈  Then 

( )( ) ( )( ) ,,, T
ii

T
r baBA PP =  where ., p

i
m

i KbKa ∈∈  
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Now, by Theorem 2.6, we have 

( )( ) ( ) ( )( )Tii
T

ii baSba ,, ϕ= DP  

( ) ( )( )( )Tii baS 21 , ϕϕ=  

( ) ( )( ) .21
T

ii ba ϕ+ϕ=  

Therefore, by properties of transpose matrices, we arrive to 

( ) ( )( ) ( ) ( )Ti
T

i
T

ii baba 2121 ϕ+ϕ=ϕ+ϕ  

and for instance 

( ) ( ) ( ( ) ( ) ),, 2121
T

i
T

i
T

i
T

i baSba ϕϕ=ϕ+ϕ  

( ) ( ) ( ).,, T
i

T
i

T
i

T
i babaS P=ϕD  

Therefore, 

( )( ) ( ).,, TT
c

T
r BABA PP =  

(2) Due to ,1−= AAAdjA  we have that 

( )( ) ( ) ( )( ) .1−= AAAAdj RRR  

Due to property (36), we get ( ) ( )( ) ( )( ) .11 −− = AAAA RRR  Now, by 

property (35), we obtain ( )( ) ( ) ( ),111 −−− == AAAAAA RRR  which 

implies that ( ) ( )( ).AAdjAdjA RR =  

(3) We see that 

.

1

1111

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=′

nnmn

m

baa

baa
A

"
##%#

"
 

Moreover, ( ) ( )11 +×∈ϕ mnMA  and ( ) ( ).12 +×∈ϕ mnMA  In this way, =′A  

( ) ( ) ( ) ( )( ),, 2121 AASAA ϕϕ=ϕ+ϕ  for instance ( ) ( ) ( ),,, bAbAS rP=ϕD  

as ( )., bAA rP=′  ~ 
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Remark 2.15. We note that item (2) is not true for reversing by rows and 

columns due to ( ) ( )( ) 11 −− ≠ ARA rR  and ( ) ( )( ) .11 −− ≠ ARAR cc  

Considering the vector space of mn ×  matrices, we say that a mapping 
is palindromicing by rows (resp. by columns) whether it transforms any 

mn ×  matrix into a palindromic matrix by rows (resp. by columns),            

i.e., it is epimorphism from mn×M  to ( )mnW r
p ×  ( ( ))..resp mnW c

p ×  In a 

similar way, we say that a mapping is antipalindromicing by rows (resp. by 
columns) whether it transforms any mn ×  matrix into an antipalindromic 

matrix by rows (resp. by columns), i.e., it is epimorphism from mn×M  to 

( )mnW r
a ×  ( ( ))..resp mnW c

a ×  Moreover, we say that palindromicing and 

antipalindromicing mappings by rows (resp. by columns) are canonical, 

denoted by r
pF  and r

aF  ( ),and.resp c
a

c
p FF  respectively, whether they 

are linear mappings and for all mnA ×∈M  they satisfy ( )( ) =+= AA r
a

r
p FF  

( ) ( ) ( ) ( ) ( )AAA r
a

r
pr

c
a

c
p FFRFF −=+ ,  and ( ) ( ).Ac

a
c
pc FFR −=  From 

now on we only consider canonical palindromicing and antipalindromicing 
mappings by rows (resp. by columns), which will be called palindromicing 
and antipalindromicing mappings by rows (resp. by columns). Nevertheless, 
we can consider palindromicing and antipalindromicing mappings for 
matrices with respect ,cr RRR D=  denoted as pF  and ,aF  respectively. 

Proposition 2.16 (Palindromicing and antipalindromicing mappings in 
.)mn×M  The following statements hold: 

(1) p
c
a

c
p

r
a

r
p FFFFF ,,,,  and aF  are given by 

( )

( )( )

( )

( )( ),2
1

:
,

2
1

:

AAA

mnW

AAA

mnW

r

r
amn

r
a

r

r
pmn

r
p

R

MF

R

MF

−

×→

+

×→ ××

66
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( )

( )( )

( )

( )( ),2
1

:
,

2
1

:

AAA

mnW

AAA

mnW

c

c
amn

c
a

c

c
pmn

c
p

R

MF

R

MF

−

×→

+

×→ ××

66
 

( )

( )( )

( )

( )( ).2
1

:
,

2
1

:

AAA

mn

AAA

mn mnamnp

R

MF

R

MF

−

×→

+

×→ ××

66

aPAPA
 

(2) 

( ) ( ) ( ) ( ) ( ) ( ),ker,ker,ker c
a

c
p

r
p

r
a

r
a

r
p imimim FFFFFF ===  

( ) ( ) ( ) ( ) ( ) ( ).ker,ker,ker paap
c
p

c
a imimim FFFFFF ===  

(3) 

( ) ( ) ( ) ( ) ( ) ( ) ,,, AIMAIMAAIMAA m
c
pn

r
an

r
p +=−=+= RRR FFF  

( ) ( ) ( ) AAMMAAIMA pm
c
a +=−= RRR FF ,  and 

( ) .AAMMAa −= RRF  

Proof. We can see any matrix mnA ×∈M  as an array of n row vectors 

belonging to mK  or an array of m column vectors belonging to nK  or            

a vector belonging to .nmK  Thus, the results are obtained in virtue of 
Proposition 2.4 and Lemma 2.9. ~ 

It is well known that main diagonal (diag) and trace ( )Tr  of matrices are 

linear mappings, see [8, 9], which lead us to the following lemma: 

Lemma 2.17. Let D be a diagonal matrix and ( ) .nnijaA ×=  Then the 

following statements hold: 

(1) ( )( ) ( )( ),diagdiag AA RR =  

(2) ( ) ( )( ),ATrATr R=  
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(3) ( ) ( ) ( ) ( )( ),diagdiag DDDD rc RRR =⇔=  

(4) ( )( ) ( ) .diagdiag DDDD =⇔= RR  

Proof. We proceed according to each item: 

(1) By Proposition 2.12, we see that ( )( ) ( ) ,diagdiag RRR MAMA =  for 

instance ( )( ) ( ) ( )( ).diagdiagdiag AAMMA RR RR ==  

(2) It follows from previous item. 

(3) Consider 

.

00

00
00

22

11

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

=

nnd

d
d

D

"
#%#
"
"

 

By definition of reversing by columns and rows, we have 

( )
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

000

000

11 "
##%##

"

d

d
D

nn

cR  

and 

( ) .
000

000 11

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

"
##%##

"

nn

r
d

d
DR  

Owing to ( ) ( ),DD rc RR =  we have that ( ) ( ),11 +−+−= knknkk dd  then 

( ) ( ) ( )( ).diag,...,,,diag 11222211 DddddD R==  Conversely, consider 

,

00

00
00

22

11

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

=

nnd

d
d

D

"
#%#
"
"
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due to ( ) ( )( ),diagdiag DD R=  then ( ) ( ).,...,,,diag 11222211 ddddD =  Now, 

applying cR  and rR  over D, we have 

( ) .
000

000

000

000

11

11

11

11
D

d

d

d

d
D rc RR =

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

"
##%##

"

"
##%##

"
 

(4) By item (1), we have that ( )( ) ( )( )DD RR diagdiag =  and by 

hypothesis, we have that ( )( ) ( ).diagdiag DD =R  Now, by item (3), we 

obtain that ( ) ( )DD rc RR =  and applying ,cR  we get ( ) ( ).2 DDc RR =  

Therefore, ( ).DD R=  Conversely, due to ,rc RRR D=  ( )( ) .DDrc =RR  

Applying ,cR  we have ( ) ( )DD cr RR =  and items (3) and (1) lead us to 

( ) ( )( ) ( )( ).diagdiagdiag DDD RR ==  ~ 

Remark 2.18. In item (3) of Lemma 2.17, we can see that the main 
diagonal of D is palindromic, while in item (4), we observe an equivalence 
between the palindromic of the diagonal matrix with the palindromic of the 
main diagonal of the matrix. 

Theorem 2.19. Let p, q, r and s be the characteristic polynomials           
of nn ×  matrices A, ( ),AR  ( )AcR  and ( ),ArR  respectively. Then the 

following statements hold: 

(1) ( )( ) ( )( ),diagdiag IAIA λ−=λ− RR  

(2) ,qp =  

(3) ,sr =  

(4) ( ) ( )( ),ApAp R=  

(5) ( )( ) ( )( ).ApAp cr RR =  
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Proof. We proceed according to each item: 

(1) Due to diag is a linear mapping and λI is a palindromic matrix, we 
obtain ( )( ) ( )( ) ( )( ).diagdiagdiag IAIA λ−=λ− RRR  By item (1) in Lemma 

2.17, we conclude ( )( ) ( )( ).diagdiag IAIA λ−=λ− RR  

(2) Consider ( ) ,nnijaA ×=  thus ( ),ijbIA =λ−  where 

⎩
⎨
⎧

≠
=λ−

=
.,
,,

jia
jia

b
ij

ij
ij  

Now ( ) ( ),ijcIA =λ−R  where 

( ) ( )

( ) ( )⎪⎩

⎪
⎨
⎧

+−≠+−

+−=+−λ−
=

+−+−

+−+−

.11,

,11,

11

11

jnina

jnina
c

jnin

jnin
ij  

This leads us to 

( ) ( )

( ) ( )⎩
⎨
⎧

≠

=λ−
=

+−+−

+−+−

.,
,,

11

11

jia
jia

c
jnin

jnin
ij  

Due to ( ) ( ) ,IAIA λ−=λ− RR  in virtue of property (36), we have 

( )( ) ( )( ),detdet IAIA λ−=λ− RR  which implies that .qp =  

(3) Owing to ,2 Ic =R  we can write ( )IAc λ−Rdet  as 

( ) ( )( ) ( ) ( ).det1detdet
22 IAIAIA ccccc

n

RRRRR λ−−=λ−=λ−
⎥⎦
⎥

⎢⎣
⎢

 

Due to II rc RR =  and [ ] [ ] ,1,1, nnjninnjni II ×+−×+− δ⋅=⋅δ  we obtain 

( ) ( ) ( ) ( ) ( ),detdet1det1
22

IAIAIA rrc

nn

λ−=λ−−=λ−−
⎥⎦
⎥

⎢⎣
⎢

⎥⎦
⎥

⎢⎣
⎢

RRR  

which implies .sr =  

Items (4) and (5) correspond to the application of Cayley-Hamilton 
theorem for reversing, followed by items (1) and (2). ~ 
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Remark 2.20. Analysis of reversing to characteristic polynomials can be 
done exactly as in [4] and [10], in where were also studied palindromic and 
antipalindromic polynomials. 

Theorem 2.21 (Reversing Jordan form). Assume p
nV B,K=  and aB  

canonical basis of palindromic and antipalindromic vectors of V. Let pM  

and aM  be matrices formed by the pasting by rows (resp. by columns)           

of palindromic and antipalindromic vectors by column (resp. by rows), 
respectively. Then, up to isomorphisms, Jordan form and similarity matrix of 

RM  are given by 

( ) ( ),,,
22

aprnnb PandIIJ MMPP RR =−=
⎥⎦
⎥

⎢⎣
⎢

⎥⎥
⎤

⎢⎢
⎡  respectively. 

Furthermore, RP  is a symmetric matrix. 

Proof. Assume Vv ∈  as column vectors. In virtue of Proposition 2.1, 
we obtain .RJ  Now, due to the eigenvalues 1 and –1 correspond to 

palindromic and antipalindromic eigenvectors, respectively, we can choose 
those belonging to pB  and ,aB  respectively, that is, ppiv B∈  and 

.aaiv B∈  Thus, ( )
⎥⎥
⎤

⎢⎢
⎡

=
2

1 ...,, npprp vvPM  and ( )....,,
2

1
⎥⎦
⎥

⎢⎣
⎢

= naara vvPM  

Finally, RP  is obtained as ( ),, apP MMPR =  which is symmetric. Under 

assumption of Vv ∈  as row vectors, the proof is similar. ~ 

Theorem 2.22. Suppose that the nn ×  matrix A admits a Jordan form. 
The following statements hold: 

(1) Jordan form is preserved under reversing, where similarity matrix 
associated to reversing of A is reversing by columns of similarity matrix 
associated to A. 

(2) If the Jordan form is palindromic (resp. antipalindromic) and the 
similarity matrix associated to A is palindromic (resp. antipalindromic), then 
A is palindromic (resp. antipalindromic). 
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Proof. Due to A admits a Jordan form, there exists a similarity matrix P, 

i.e., .1−= PJPA  Now, we proceed according to each item: 

(1) By item (3) of Proposition 2.12, we have that ( ) ,rc AMMA RRR =  

that is ( ) ( ) ( ).11 −− == PJPMPJPMA rcrc RRR RR  Now, by properties 

(32) to (35), we get ( ) ,1−= QJQAR  where ( ).PQ cR=  

(2) By hypothesis and properties (34) and (35) we have that ( ) =AR  

( ) ( ) ( ) ( )( ) .111 APJPPJPPJP === −−− RRRR  Similarly, assuming ( )JR  

J−=  and ( ) ,PP −=R  we have that ( ) ( ) ( ) ( ) ×== − JPPJPAR RRR 1  

( )( ) .11 APJPP −=−= −−R  ~ 

Remark 2.23. In general, reversing of a Jordan form is not a Jordan 
form. Moreover, the converse of item (2) in general is not true. 

Theorem 2.24. Consider [ ]xf R∈  and the nn ×  matrices A and 

( )ArR  with eigenvalues iλ  and ,~
iλ  respectively, where .1 nmi ≤≤≤  The 

following statements hold: 

(1) ( )if λ  is eigenvalue of ( )( ),Af R  

(2) ( )if λ
~  is eigenvalue of ( )( ).Af cR  

Proof. For basic linear algebra, we know that ( ) ,1, nmif i ≤≤≤λ  are 

the eigenvalues of ( ).Af  Now we proceed according to each item: 

(1) By Theorem 2.19, we have that eigenvalues of A are the same of 
( ).AR  Thus, ( )if λ  is eigenvalue of ( )( )Af R  for .1 nmi ≤≤≤  

(2) By Theorem 2.19, we have that eigenvalues of ArR  are the same of 

( ).AcR  Thus, ( )if λ
~  is eigenvalue of ( )( )Af cR  for .1 nmi ≤≤≤  

The proof is done. ~ 



Pasting and Reversing Approach to Matrix Theory 557 

Theorem 2.25. Assume RR ⊂→⊂ BA:f  is analytic and let A be 

an nn ×  matrix. Then the following statements hold: 

(1) ( )( ) ( )( )( ),AfAf cr RRR =  

(2) ( )( ) ( )( )( ),AfAf rc RRR =  

(3) ( )( ) ( )( ).AfAf RR =  

Proof. Due to f is analytic, we have that 

( ) ∑
∞

=

=
0

.
k

k
k AaAf  

Using the property ,2
nIM =R  we proceed according to each item: 

(1) We see that  

( )( ) ( ) RRRRRRRR AMAMAMAMMMAMA kk
r "==  

( ),BBMM RRR ==  

where ( )( ) ,k
c AAAMMAAMMB RRRRR == "  therefore ( )( ) =Af rR  

( )( )( ).Af cRR  

(2) We see that 

( )( ) ( ) RRRRRRRR MAMAMMAAMMAMA kk
c "==  

( ),BBMM RRR ==  

where ( )( ) ,k
r AAMAMAMAMB RRRRR == "  therefore ( )( ) =Af cR  

( )( )( ).Af rRR  

(3) By property (34), taking ,BA =  and proceeding inductively, we 

obtain ( )( ) ( ),kk AA RR =  therefore ( )( ) ( )( ).AfAf RR =  ~ 
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In this paper, we presented original results concerning to pasting              
and reversing in the framework of matrix theory. Such results can be 
implemented in undergraduate and graduate courses of linear algebra. 
Currently, there are some research projects involving pasting and reversing 
over other mathematical structures, some of them include applications            
to orthogonal polynomials, differential equations, difference equations, 
quantum mechanics, topology, group theory, algebraic varieties, Ore rings, 
combinatorial dynamics, numerical analysis, graph theory, coding theory, 
statistics, among others. 
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