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Abstract

Bandwidth, time and power are three important cairdls of image
communication system which holds transmission ofoumpressed
image data. Dictionary based compression and mduded
compression are two main approaches of adaptivelelss image
compression. Dictionary based image compressioknisvn as LZ
coding. This paper is based on model based adagtiffenan coding
where the word adaptive comes from dynamically tipdaWe have
already worked with adaptive Huffman lossless tegmpression
based model. We discuss adaptive lossless imaggression to
reduce bit errors and to calculate compressioro rafi the image
dynamically.

1. Introduction

In today’s digital world, storage and transmissidnimage data are two
prime factors for compression techniques. Compoassificiency is directly
proportionate to the quality of the image. Lossléssge compression
retains the source data which is more important twmpression efficiency
[5]. Main applications of lossless image compressire in medical,
astronomical, scientific, professional video pra@ieg application images,
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etc. [4]. Lossless image compression techniquaesiladaptive block size to
obtain high compression ratios in neighboring @Ex@]. Image is divided
into several subblocks that have interpixel redmegiadue to correlations
between the pixels in the image. Adaptive losslesgye compression is a
user defined set of functions that allows the tnaiesion of data. The level
of compression is constantly adapted accordinché platform provided.
Image compression is a viable approach towardseprieg energy by
reduction of the height. Adapting refers changihg tompression level
during the transmission. Compression time is diyegtoportionate to the
compression level.

The concept of three entropy coding methods in ldgss image
compression using digitized radiographs providepeed of 4 to 5 bits per
pixel bitrates. Pixels of lossless coding techngjaee used to magnetic
resonance images. Later on, prediction, linear sfamation, and
multiresolution methods for non-correlated data gotented. Chu [2]
proposed a lossless (LS) image compression technicpmbining a
prediction step with the integer wavelet transforfime prediction step
proposed in this technique is a simplified versiwinthe median edge
detector algorithm used with JPEG-LS. First, thagmis transformed using
the prediction step and a difference image is obthi The difference image
goes through an integer wavelet transform andrrestorm coefficients are
used in the lossless codeword assignment. Theithligors simple and test
results show that it yields higher compressionogtthan competing
techniques. Computational cost is also kept closeotmpeting techniques.
Oh et al. [3] gave visually lossless image compoesmethod aimed at to
compression images while ensuring the compressistortions below
perceptible levels. A pseudo lossless image commesvhich modifies the
noise component of the bit data to enhance the msm@N without
affecting the image quality is proposed in [6].

Section 2, in this paper, describes lossless incaggression methods.
Section 3 deals with framework for adaptive lossle@mpression blockwise.
Section 4 tells about statistical analysis, andti®ed about experimental
performance.
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2. Lossless Image Compression

Grey image of size512[ 512 and about .5Mb of disk space need
approximately 7 minutes to transfer from one endatmther end using
16Kbps high speed. To store these images and nhake available after
transmission, compression techniques are needeel.r&iuction process is
mainly based on the removal of redundant datahdfimage compression
ratio is10:1, then the space to storage reduced to 300kb andirtte of
transmission will drop to less than 2 minutes. Hegrit may be concluded
that to reduce storage space and transmission tmage compression is
needed. Compression method is applicable for imagedio and video
compression. It also saves storage space and peovddhigher level of
security and monitoring. The lossless decomprdssorersely proportional
to lossless compressor. In lossless image compressiedical images can
be compressed to about half of their original siithout destroying the
data. Lossless image compression methods providessoin compression
images, i.e., both encoding and decoding are time.s&ompression ratio is
the main measurement of lossless image compreSSitwer factors are bit
rate, mean square error and the sum of absoldtreliice. Bit rate due to its
independence of the data storage. A bit rate detfime average pixel of bits
used to represent each pixel of the image in a cesspd form. Bit rates are
measured in bits per pixel, where a lower bit i@eesponds to a greater
amount of compression. Lossless compression me#meddivided into four
categories: run length coding, lossless predianaing, entropy coding and
the development arithmetic coding. Digital imagegassing consists of
three types of redundancies: coding, interpixel psythovisual redundancy.

3. Framework of Adaptive Blockwise L ossless
Image Compr ession

We describe here the complete framework of adaplssless
compression blockwise. First we explain the propethod of creation of
adaptive Huffman tree by which code words of pattc pixel has lesser
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pixel of bits. We also used a block wise data »édi size of the data file to
compress. We explain complete algorithm and methodsompress the
image file. There are two types of compressore®ssless data compression,
namely, statistical coders and dictionary based pression. Model of
statistical based coder executes block dynamicaitgd replaces single
characters in the data block with a variable lengite. Dictionary based
compression create lookup table of the string imseof code words. We
explain the first method of compression to genetagecode word of each
pixel for generating compressed data.

3.1. Proposed adaptivetree

Pixel is the smallest unit of the image. All pixdlave 8 bits for grey
image of size75x 75, Total space acquired by this image75x 75x 8
= 5625 bytes= 5.49kb.

1=

Original image Compressed imag Decompressed image

Figure 1. Boat (75x 75).

For compression of the image, we divide the imagbélocks of 3x 3
size which is displayed in Table 1. In this wayr émmpression of whole
image we need total 25 blocks.

Table 1. Image has a block of siZ[ 3

126 128 132
126 130 131
126 130 131

In this table, 9 pixels needed 72 bits to storehit8 for each pixel), but
by using the proposed tree, we can reduce pixbitsffor each pixel using
coding redundancy.
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Tree is generated without using not yet to transaitnode (NYT).
There are two types of nodes, namely, internaledrnal. External nodes
as a leaf node contain four information: name ekpiweight of pixel and
two address parts. Internal node contains only keigitially, pixel 126 is
scanned, root node is created and pixel name a& ‘42d weight are
provided as 1 because it is the first pixel in bkeckwise matrix. Next pixel
is ‘128’ since this pixel is not present in theetsd root node of tree has left
side null so ‘128’ node is attached at left handesiNext pixel is ‘132'.
Since this pixel is not present in the tree antdHahd side has less weight,
so new node is created as the root node of a sugrenternal node and new
node attached at the left hand side. Next pixelgain ‘126’, so weight of
the node is incremented by 2 and root node is edeanhd ‘126’ node is at
the right hand side. Next pixel is ‘130’. Sincestlpixel is not present in the
tree, right child of root node and left child ofotonode have same weight
and right child is external node, so node ‘130aitached at the left hand
side of root of subtree at right side of the rooti@ of the tree. Next pixel is
‘131". Since this pixel is not present in the tree, new node is created
through external node at the left side of the rumde of the tree because of
lesser weight is at the left hand side. Apply tiriscedure for each and every
pixel of the blockwise matrix. The node which itaghed at the left side of
the parent is given the code word 0, while the netieh is attached at the
right side of the parent is given the code worthlhis way, code words of
each character can be determined.

3.2. Adative blockwise lossless compression method

Adaptive compression takes one pass to do encadliy decoding
simultaneously unlike the Huffman compression. i compression is
static in nature, reads whole file, generates thdecwords of pixel, i.e.,
encoding and after that scans one by one pixelmaige file then do the
decoding. It takes lots of time during encoding ladaptive Huffman
compression is dynamic in nature, reads one by mxel, generates the
adaptive Huffman tree both the sides and simultasigoencoding and
decoding take place. In this compression methodyseea medium to store
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the online data for some small time to generatevat$able length binary
code and then send toward receiver to reduce tias®m time and its
bandwidth. Image data is taken as blockwise of stiresl length because
Huffman tree is generated up to this block andliernext block regenerate
the Huffman tree for reducing the searching timéehef pixel present in the
block. First pixel is ‘126’ before sending, it isached in the Huffman tree,
if not found, then send the 8bit code towardseteiver side and decode at
receiver side. Then update the Huffman tree byriimggin the tree while
satisfying sibling property. Next another pixelli28, not found in the tree,
then send the 8bits code towards its receiver aiemodify the Huffman
tree by inserting in the tree while satisfying sibl property. Another is
‘130’ not found in the tree send 8bits code andhthpdate in the tree by
proposed method. Again next pixel is ‘126’ founérntupdate the Huffman
tree, i.e., increment the weight of node, whileis$ging sibling property.
Same method is applied to complete sending of whldek of size 72kb.
For sending another block, code word is determiaedthe basis of the
adaptive Huffman tree if it occurs in the tree. lit@neously regenerate the
adaptive Huffman tree beginning from the empty ta@el remove the old
adaptive Huffman tree. In this way, searching timé reduce because
height of the tree is reduced due to reinitializihg Huffman tree. Encoding
and decoding will take place simultaneously becaHséfman tree is
updated automatically in both the sender side aedré¢ceiver side. So, in
one pass, encoding and decoding takes place hedatalata is sent.

Figure 2 shows the framework of compression of bloek of image
file. If the probability of occurrence of repetitiaf character is high, then
this algorithm gives better result.
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Figure 2. Framework of adaptive image compression for onekol

2 a )

Figure 3. Formation of proposed tree in block 1.

Applying proposed method on thex 3 block of an image in which
each pixel has 8bits, we get the corresponding thitsugh the adaptive
Huffman tree. Process as is depicted in Figure 4.

1268)[1288)[1328)  [1268)[1248)[1328)
126(8)130(8)|131(8)| O LAPPYPIIPLPERERRIYS _, [126(2)[130(8)[1318)
1268)[130(8)|1318) 126(2)[1303) [1312)

Total bits before compression3C3L8 = 72

Total bits after compression8+8+8+2+8+8+ 2+ 3+ 2 = 49
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Same process is applied for 2nd block to 25th blfdke image of size
75% 75.

Figure4.

4. Statistical Analysis of L ossless | mage Compression

Lossless image compression analysis is based ee thain parameters:
compression ratio, mean square error and peak Isignanoise ratio.
Compression ratio is the ratio of total bits of theage before compression
and total bits of the image after compression. Hw lossless image
compression, MSE is zero and PSNR value is cakdlfiom MSE. So it
gives infinite value. Equations of compressionaa®SNR and MSE are
given below:

Compression ratie before compression/after compression Q)
MSE = p— n—ll 2, (2
M o 2ol 1) =K@, )
PSNR = 10l0g; o[65025MSE]. (3)

5. Experimental Performance

For experimental verification of digital image comagsion, we collected
6 different images of size75x75 and applied the above adaptive
compression on those images. Table 1 shows conpmasgio, mean square
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error and peak signal to noise ratio. Experimemtdult shows that
compression ratio is nearly equal to 2.

==

(a) (b) (©) (d) (e) ()
Original images(75x 75)

Compressed images

Decompressed images

Figure5. Original, compressed and decompressed images.

This method compresses the image data half ofdhtte original size
of the image data. Mean square error of all imagesero because the
reconstructed image is the same as the originajendlie to lossless image
compression. Another parameter is peak signal isenmatio which has
infinite value because it is inversely proportiotathe mean square error.

Table 2. Performance analysis of grey scale image baseldeocompression
ratio

Images Total bitsbefore Total bits after Compression ratio
compression compression
Boat (75075) 45000 23000 1.95
Lena (75075) 45000 24000 1.875
Barbara (75175) 45000 23500 1.91
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Texture (75075) 45000 24500 1.83
Coins (75075) 45000 23000 1.95
Circuits (75075) 45000 23670 1.90

Compression Ratio

Figure 5. Compression ratio of all images.

6. Conclusion

By applying proposed method on the pixel of images, found that
compression ratio of all the images comes out aqmately to 2.0. Size of

all i

mages is reduced up to half of the size ofgem This method is

dynamic in nature so block by block image is ser#rahe internet with

calc
one

ulated reduced bit. Simultaneously encoding @gexbding process is in
pass. We found decompressed image block bk kihich reduced the

processing as well as transmission time. More rédooy in the image
makes the compression ratio large. In future, wé apply the same
procedure for video images with some changes srttathod.

(1]

(2]

(3]

References

M. J. Weinberger, G. Seroussi and G. Sapirbe TTOCO-| lossless image
compression algorithm: principles anstandardizatiomo JPEG-LS, IEEE
Transactions on Image Processing 9 (2000), 1309-132

W. C. Chu, On lossless and lossy compressibstep size matrices in JPEG
coding, International Conference on Computing, Neking and
Communications, 2013, pp. 103-107.

H. Oh, A. Bilgin and M. Marcellin, Visually ksless encoding for JPEG2000,



(4]

(5]

(6]

(7]

(8]

(9]

[10]

Framework of Adaptive Blockwise Lossless Image Caapion 503

IEEE Transactions on Image Processing 22 (2013):214.

K. Srinivasan, J. Dauwels and M. Reddy, Muidonel EEG compression:
wavelet-based image and volumetric coding approa®EE Journal of
Biomedical and Health Informatics 17 (2013), 11312

K. Rajakumar and T. Arivoli, Implementation ofultiwavelet transform coding
for lossless image compression, International Qeniee on Information Comm.
and Embedded Systems, 2013, pp. 634-637.

Tzong-Jer Chen and Keh-Shih Chuang, A pseudsléss image compression
method, The 3rd International Congress on Image igdal Processing, 2010,
pp. 610-615.

Y. F. Tan, W. N. Tan and K. Y. Tan, Losslessage compression utilizing
reference points coding, Proceedings of the 3rermational Conference on
Digital Image Processing, 2011, pp. 80092-E: 1-5.

Michael D. Adams, The JPEG-2000 still imagengmession standard, Technical
Report No. N2412, ISO/IEC JTC 1/SC 29/WG, DeptEtectrical and Computer
Engineering, University of Victoria, Canada, 2006.

M. M. Fouad and R. M. Dansereau, A losslesagencompression technique by
combining integer wavelet transform with a simgfi MED algorithm,
International Conference on Electrical and CompS8gstems, 2012, pp. 1-6.

R. C. Gonzalez and R. E. Woods, Digital Im&gecessing, Prentice-Hall, New
Jersey, 2002.



